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N2O-reducing bacteria have been examined and harnessed to develop technologies that reduce the emission of N2O,
a greenhouse gas produced by biological nitrogen removal. Recent investigations using omics and physiological activity
approaches have revealed the ecophysiologies of these bacteria during nitrogen removal. Nevertheless, their involvement
in anammox processes remain unclear. Therefore, the present study investigated the identity, genetic potential, and
activity of N2O reducers in an anammox reactor. We hypothesized that N2O is limiting for N2O-reducing bacteria and
an exogeneous N2O supply enriches as-yet-uncultured N2O-reducing bacteria. We conducted a 1200-day incubation of N2O-
reducing bacteria in an anammox consortium using gas-permeable membrane biofilm reactors (MBfRs), which efficiently
supply N2O in a bubbleless form directly to a biofilm grown on a gas-permeable membrane. A 15N tracer test indicated
that the supply of N2O resulted in an enriched biomass with a higher N2O sink potential. Quantitative PCR and 16S
rRNA amplicon sequencing revealed Clade II nosZ type-carrying N2O-reducing bacteria as protagonists of N2O sinks.
Shotgun metagenomics showed the genetic potentials of the predominant Clade II nosZ-carrying bacteria, Anaerolineae
and Ignavibacteria in MBfRs. Gemmatimonadota and non-anammox Planctomycetota increased their abundance in MBfRs
despite their overall lower abundance. The implication of N2O as an inhibitory compound scavenging vitamin B12, which
is essential for the synthesis of methionine, suggested its limited suppressive effect on the growth of B12-dependent
bacteria, including N2O reducers. We identified Dehalococcoidia and Clostridia as predominant N2O sinks in an anammox
consortium fed exogenous N2O because of the higher metabolic potential of vitamin B12-dependent biosynthesis.

Key words: nitrous oxide reduction, nitrous oxide reductase gene nosZ, anammox, denitrifier

Increasing concerns for global environmental protection
against nitrogen pollution has led to stricter emission stand‐
ards and the consideration of biological nitrogen removal
processes (McCarty, 2018). Anammox-based systems, e.g.,
partial nitritation-anammox (PNA), are energy-saving and
low-cost nitrogen removal processes that represent an alter‐
native to conventional nitrification/denitrification. Since
PNA reduces electricity consumption by up to 60% and
lowers operation costs due to fewer requirements for aera‐
tion and external organic carbon (Gilbert et al., 2015), more
than 100 full-scale plants have hitherto implemented PNA
in their operation since 2014 (Lackner et al., 2014). The
number of anammox-based systems, including PNA, for
municipal and industrial wastewater treatment is increasing

* Corresponding author. E-mail: akte@cc.tuat.ac.jp;
Tel: +81–042–388–7069; Fax: +81–042–388–7731.
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(Li et al., 2018; Al-Hazmi et al., 2023).
One of the challenges associated with anammox-based

systems is the emission of nitrous oxide (N2O). N2O has a
273-fold higher global warming potential than CO2 and is
also known as an ozone-depleting substance (Smith et al.,
2021). Partial nitritation, the first step of PNA, is a hotspot
for N2O exhaustion triggered by low oxygen, but high nitrite
concentrations (Domingo-Felez and Smets, 2019). Intensive
N2O emissions potentially offset the reduction in energy
consumption and, in some cases, contrarily exceed the car‐
bon footprint required for conventional nitrification/denitri‐
fication (Fenu et al., 2019).

Aeration control is a common strategy to deter N2O pro‐
duction in conventional wastewater treatment processes
(Domingo-Felez and Smets, 2019; Duan et al., 2021). This
precautionary strategy is based on preventing the accumula‐
tion of nitrite, the primary source of N2O production by
ammonia-oxidizing and denitrifying bacteria (Peng et al.,
2017). Nevertheless, this control measure is not a panacea,
resulting in N2O emissions in some cases (Han et al., 2023).
In contrast, strategies that reduce N2O produced via biotic
and abiotic pathways have been proposed to mitigate N2O

Microbes Environ. 39(1), 2024
https://www.jstage.jst.go.jp/browse/jsme2 doi:10.1264/jsme2.ME23106
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production, and N2O consumption activities. In the evaluation,
40 mg N L–1 of 15N-labeled 15NO2

– (98% labeled; Shoko Science)
and 40 mg N L–1 of unlabeled NH4

+ were used. Fifteen milliliters
of the mixed medium, the same volume as that supplied to the
MBfRs, was poured into a 30-mL vial. Approximately 0.3 g of the
dewatered biomass was inoculated, and 44N2O was added to evalu‐
ate the N2O consumption potential. N2O and N2 concentrations in
the headspace were measured by GCMS. Experiments were con‐
ducted in triplicate. The biomass pretreatment and measurement
conditions are described in our previous study (Suenaga et al.,
2021).

Since 15NO2
– contained 98% of labeled 15N (15N fraction:

F=0.98), it was assumed that 15NO2
– was converted to 30N2 via

46N2O mediated by a heterotrophic denitrifying pathway and 15NO2
–

and non-labeled NH4
+ were converted into 29N2 by the anammox

reaction. N2O production, N2O consumption, and anammox activi‐
ties were obtained using Eqs. 2–4. In these equations, Vobs, 44N2O,
Vobs, 46N2O, Vobs, 29N2, and Vobs, 30N2 (note that Vobs, 44N2O is a negative
value) were obtained by the linear approximation of changes in the
concentrations of 44N2O, 46N2O, 29N2, and 30N2 from 4 to 15 h.
Detailed calculations are described in our previous study (Suenaga
et al., 2021).

N2O production activity = V obs, 30N2 + V obs, 46N2O ∙ F−2

 (Eq. 1)
N2O consumption activity =  V obs, 30N2 ∙ F−2 − V obs, 44N2O
 (Eq. 2)

Anammox activity
 =   V obs, 29N2 − 2 ∙ V obs, 30N2 ∙ F−1 1 − F  F−1 (Eq. 3)

Spatial localization of targeted bacteria by fluorescence in situ
hybridization (FISH)

Biomass samples on day 1044 were subjected to FISH. The floc
biomass was collected from Reactor 1 (w/N2O) and Reactor 2 (w/o
N2O) (Fig. S2), followed by immediate fixation with 4% parafor‐
maldehyde. Fixation and subsequent hybridization procedures
were performed as previously described (Terada et al., 2013). The
oligonucleotide probes applied and formamide percentages are
shown in Table S1. A microscopic analysis was performed using a
confocal laser scanning microscope (LSM 900; Carl Zeiss) with a
Diode Laser (488, 561, and 640 nm) and Airyscan 2. Image proc‐
essing was performed using ZEN 3.0 (blue edition) (Carl Zeiss)
and Imaris 10.0 (Oxford Instruments).

Taxonomy compositions and functional gene abundance
The biomass was routinely collected for a phylogenetic analysis

targeting the 16S rRNA gene and the quantification of functional
genes. The targeted genes were the nirK and nirS genes that
encode nitrite reductase, the cnorB and qnorB genes that encode
nitric oxide reductase, and the Clade I nosZ and Clade II nosZ
genes that encode N2O reductase (NOS). DNA extraction was con‐
ducted using the FastDNA Spin Kit for Soil (MP Biomedicals)
according to the manufacturer’s instructions. Functional gene
quantification was performed using the CFX96 Real-Time PCR
Detection System (BioRad Laboratories). The corresponding pri‐
mers and sequences are summarized in Table S2, and PCR condi‐
tions are described in the Supplementary Information (SI).

PCR amplification of the V4 hypervariable region of the 16S
rRNA gene was conducted using the primer set 515f-806r (Table
S2). PCR conditions and library preparation procedures are descri‐
bed in SI. The DNA libraries generated and the initial control (bac‐
teriophage PhiX; Illumina) were sequenced with a 300-cycle
MiSeq Reagent kit (version 2, Illumina) using a MiSeq DNA
sequencer (Illumina) in the paired-end sequencing mode.

Sequence data were analyzed using the following bioinformatics
tools: removal of the adapter and low-quality reads were conducted
using BBMap/BBduk (v. 38.84) (Bushnell, 2014), and trimmed

reads were merged using FLASh (version: 2.2.00) (Magoc and
Salzberg, 2011). Merged reads were imported into Dada2 (Prodan
et al., 2020) (version: 1.26.0). PhiX sequences were removed from
imported reads with Dada2’s FilterAndTrim command, and the
reminders were then clustered into amplicon sequence variant
(ASV) inference (default parameters), followed by the elimination
of chimeras (default parameters). Samples with yields >10000
reads in total after the elimination of chimeras were used for a
downstream analysis. 16S rRNA ASVs imported into Qiime2
(Bolyen et al., 2019) (q2cli: 2023.5.1) were assigned by lineages
using the QIIME 2 q2-feature-classifier plugin (Bokulich et al.,
2018) with the pre-trained Silva (138.1) database (Quast et al.,
2013; Robeson et al., 2021). Diversity and statistical analyses were
conducted using R version 4.2.2 (2022-10-31) and the phyloseq
package (McMurdie and Holmes, 2013). The parameters used in
the analysis are listed in SI and Table S3-S6.

Reconstruction and analyses of the metagenome-assembled
genome

Three biomass samples, two from Reactor 1 (w/N2O) and one
from Reactor 2 (w/o N2O) were collected on day 981 for shotgun
metagenomic sequencing. DNA was extracted using a phenol-
chloroform method (Butler, 2012; Yasuda et al., 2020). Biomass
samples were centrifuged (10000 rpm), and TE buffer (10 mM
Tris/HCl and 10 mM EDTA, pH=8) and 10% SDS were added to
the pelleted biomass. Genomic DNA was purified by repeating
DNA and protein separation using phenol, chloroform, and CTAB/
NaCl solution. RNA as a contaminant in genomic DNA was
decomposed by RNaseA (TaKaRa Bio). After ethanol precipita‐
tion, genomic DNA was suspended in TE buffer and stored in a
freezer until used. Library preparation and sequencing were per‐
formed at Azenta Life Science. Sequencing was performed on a
Novaseq (Illumina) with a 150-bp paired-end sequencing protocol,
and 10 Gb of data was obtained per sample.

The metagenomic pipeline employed in the present study is
shown in Fig. S3. A quality check of raw sequencing data and low-
quality read trimming were performed using fastp v0.22.0 (Chen et
al., 2018). Trimmed reads were assembled by Megahit (v1.2.9) (Li
et al., 2015) and metaSPAdes (v3.13.1) (Nurk et al., 2017) in par‐
allel with default parameters. Contigs and scaffolds were filtered
using SeqKit (v2.2.0) (Shen et al., 2016), and those longer than
500 bp were used in subsequent analyses.

To analyze the genomic profile of the nosZ gene in metagenome
samples, gene predictions in filtered contigs and scaffolds were
performed by Prodigal (v. 2.6.3) (Hyatt et al., 2010). Predicted
genes from all biomass samples were integrated to be non-
redundant by Cd-hit (v. 4.8.1) (Li and Godzik, 2006) with ‘-c
0.95 -aS 0.9 -g 1’. Function assignments were conducted using
EggNOG mapper (v2.1.9) (Cantalapiedra et al., 2021) with the dia‐
mond mode and InterProScan (v. 5.65–97.0) (Jones et al., 2014;
Blum et al., 2021). Quality-trimmed reads were mapped onto the
assembled contigs using BWA-MEM (v. 2.2.1) (Vasimuddin et al.,
2019) with default parameters. The resulting sequence alignment
mapping files were sorted using SAMtools (v. 1.13) (Danecek et
al., 2021), and the read coverage of each contig was calculated
using featureCounts (v. 2.0.3) (Liao et al., 2013). Read coverage
was further normalized by the total number of mapped reads in
each sample, yielding reads per kilobase per million mapped reads
(RPKM) values.

To reconstruct the metagenome-assembled genome (MAG), fil‐
tered contigs and scaffolds were grouped into primary-bins with
MaxBin (v2.2.6) (Wu et al., 2016), MetaBAT (v2.12.1) (Kang et
al., 2019), and CONCOCT (v 1.0.0) (Wu et al., 2016) with default
parameters. The bins were consolidated into final bins by
DASTools (v1.1.4) (Sieber et al., 2018) using default parameters.

Redundant bins generated in parallel were de-replicated by dRep
(v3.3.1) (Olm et al., 2017) with ‘-l 50000 -pa 0.90 -sa 0.99 -comp
50 -con 25 -nc 0.1’. CheckM2 (v1.0.1) (Chklovski et al., 2022
CheckM2: a rapid, scalable and accurate tool for assessing micro‐

Questing N2O reducers in an Anammox Reactor

3 / 12 Article ME23106

emissions. In one countermeasure strategy, gaseous N2O in
an off-gas line was fed to a bio-scrubber or biofilter, in
which N2O was converted into harmless nitrogen gas by
N2O-reducing bacteria (Frutos et al., 2016; Yoon et al.,
2017; Han et al., 2023). This concept has been successfully
demonstrated in lab- (Yoon et al., 2017) and pilot-scale
studies (Han et al., 2023), and is a promising option to
reduce N2O emissions from wastewater treatment plants
(WWTPs) (Frutos et al., 2016; Yoon et al., 2017). In both
strategies, harnessing N2O-reducing bacteria is vital to
accomplish the reduction of N2O.

Regardless of the broad range of nitrogen loads, a consis‐
tent line-up of bacteria, a.k.a. the core microbiome, has been
detected (Lawson et al., 2017; Keren et al., 2020; Xiao et
al., 2021). Furthermore, non-denitrifying N2O-reducing bac‐
teria, which are promising candidates as N2O sinks and do
not possess either or both nitrite reductase and nitric oxide
reductase (Sanford et al., 2012; Shan et al., 2021), have
been identified (Lawson et al., 2017). In the core micro‐
biome, some N2O-reducing bacteria, consisting of Clade I
and Clade II types, in an anammox biomass exhibited high
activities devoid of external organic carbon sources as
broadly available electron donors (Suenaga et al., 2021).
Based on their transcriptional activities, Anaerolineaceae
(Clade II) and Burkholderiaceae (Clade I), counted as part
of the core microbiome (Xiao et al., 2021), potentially play
an essential role in N2O consumption in anammox reactors
(Suenaga et al., 2021). A metagenomic approach provides a
more detailed understanding of the ecological and physio‐
logical functions of the core microbiome. Previous studies
elucidated metabolic potentials (Speth et al., 2016; Lawson
et al., 2017; Oshiki et al., 2022a) by tracking the uptake of
carbon labeled with radioactive and stable isotopes (14C
[Kindaichi et al., 2012] and 13C [Lawson et al., 2021]),
indicating the interdependence between anammox and het‐
erotrophic bacteria in carbon metabolism, e.g., vitamins, in
anammox reactors (Lawson et al., 2017; Keren et al., 2020;
Xiao et al., 2021). However, this physiological interaction
of N2O-reducing bacteria with carbon and nitrogen com‐
pounds remains unclear and, thus, warrants further study.

Since N2O-reducing bacteria use N2O as an electron
acceptor, an external supply of N2O may promote the activ‐
ity of N2O-reducing bacteria when N2O is a limiting factor.
On the other hand, N2O potentially inhibits bacterial growth,
e.g., Paracoccus denitrificans, because it reacts with vita‐
min B12 and deters methionine biosynthesis initiated from
vitamin B12 at extracellular N2O concentrations >2.8 mg N
L–1 (Sullivan et al., 2013). This concentration range was
observed in an up-flow column reactor (Suenaga et al.,
2021) and the anaerobic regions of anammox granules
(Okabe et al., 2011). This suppression may be crucial in an
anammox community in which most bacteria are interde‐
pendent on amino acids and vitamins provided by anammox
bacteria (Keren et al., 2020), particularly vitamin B12
(Lawson et al., 2017; Oshiki et al., 2022a). Under these
conditions, the supply and retention of additional exogenous
N2O is a potential inhibitor. These controversial effects of
N2O on N2O-reducing bacteria in an anammox community
warrant thorough investigation with the goal of mitigating
N2O emissions from anammox-based systems.

Therefore, the present study attempted to identify the
phylogeny of N2O-reducing bacteria in an anammox reactor
and characterize their metabolic functions based on their
genotypes. Since the growth of N2O-reducing bacteria in an
anammox community is limited by the supply of N2O
(Suenaga et al., 2021), we hypothesize that an external N2O
supply leads to the dominance of fast-growing N2O-reducing
bacteria under autotrophic conditions. To verify this hypoth‐
esis, we operated bioreactors designed to supply sufficient
N2O without bubble formation via a gas-permeable mem‐
brane (Kinh et al., 2017; Suenaga et al., 2019). We exam‐
ined the effects of the exogenous N2O supply on microbial
community compositions and functions by the side-by-side
operation of bioreactors with or without a N2O supply with
synthetic media containing ammonia and nitrite. 16S riboso‐
mal RNA (rRNA) gene amplicon sequencing and shotgun
metagenomic sequencing were performed for this evaluation.

Materials and Methods

Reactor set-up and operation
Two membrane biofilm reactors (MBfRs) (Suenaga et al., 2019)

were developed and applied for the enrichment of N2O-reducing
bacteria (Fig. S1). Each MBfR had liquid and gas compartments
between which a flat-sheet silicon gas-permeable membrane was
inserted. Their volume (0.26 L) and dimensions are referred to in a
previous study (Kinh et al., 2017). One MBfR, Reactor 1 (w/N2O),
was supplied 5% (v/v) N2O (base gas: N2) at 5 kPa as a feeding gas
from the gas compartment (on the bottom) to the biomass grown
on a flat-sheet gas-permeable silicone membrane (L×W of
170×30 mm with a wall thickness of 1 mm; Rubber) (Fig. S1). The
other MBfR, Reactor 2 (w/o N2O), had the same configuration and
dimensions, but was not supplied with N2O. A biomass from an
up-flow column-bed anammox reactor (Suenaga et al., 2021) was
inoculated into Reactors 1 and 2.

The MBfRs were operated in a thermostatic chamber at 30°C for
1237 days. The medium was continuously supplied, and the liquid
was recirculated through ports on the side walls of the MBfRs (Fig.
S1). The medium used contained (L–1 of distilled water) 100 mg N
of NH4

+, 100 mg N of NO2
–, 540 mg of NaHCO3, 27 mg of

KH2PO4, 300 mg of MgSO4·7H2O, and 180 mg of CaCl2·2H2O.
One milliliter of trace element solutions with compositions descri‐
bed elsewhere (deGraaf et al., 1996) was added to per liter of the
medium. The mixed medium was continuously purged with N2 gas
to eliminate dissolved oxygen, and oxygen in the medium influent
tank was maintained at a low concentration. The hydraulic reten‐
tion time (HRT) was consistently set at 1 day.

A sample was taken from the influent and effluent ports (Fig.
S1) and stored after filtration through a 0.45-μm membrane filter
(A045A025A; Advantec). NH4

+, NO2
–, and NO3

– concentrations
were measured by ion chromatography (ICS1000 and ICS90;
Thermo Fisher Scientific). In addition, 1 mL of the mixed medium
was sampled into a gas vial (13 mL) sealed with a butyl rubber
stopper filled with 12 mL of pure nitrogen gas to measure the gas‐
eous concentration of N2O. The dissolved concentration of N2O
was assessed by the liquid-gas equilibrium method, as previously
reported (Isobe et al., 2011; Riya et al., 2012; Suenaga et al.,
2021), collecting a gaseous sample for the measurement. The con‐
centration of N2O in the headspace was measured by gas
chromatography-quadrupole mass spectrometry (GCMS-QP2010
Ultra; Shimadzu).

Batch test using a 15N-labeled tracer
A 15N tracer test was performed using the biomass collected

from Reactors 1 and 2 on day 776 to evaluate gross anammox, N2O
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N2O-reducing bacteria have been examined and harnessed to develop technologies that reduce the emission of N2O,
a greenhouse gas produced by biological nitrogen removal. Recent investigations using omics and physiological activity
approaches have revealed the ecophysiologies of these bacteria during nitrogen removal. Nevertheless, their involvement
in anammox processes remain unclear. Therefore, the present study investigated the identity, genetic potential, and
activity of N2O reducers in an anammox reactor. We hypothesized that N2O is limiting for N2O-reducing bacteria and
an exogeneous N2O supply enriches as-yet-uncultured N2O-reducing bacteria. We conducted a 1200-day incubation of N2O-
reducing bacteria in an anammox consortium using gas-permeable membrane biofilm reactors (MBfRs), which efficiently
supply N2O in a bubbleless form directly to a biofilm grown on a gas-permeable membrane. A 15N tracer test indicated
that the supply of N2O resulted in an enriched biomass with a higher N2O sink potential. Quantitative PCR and 16S
rRNA amplicon sequencing revealed Clade II nosZ type-carrying N2O-reducing bacteria as protagonists of N2O sinks.
Shotgun metagenomics showed the genetic potentials of the predominant Clade II nosZ-carrying bacteria, Anaerolineae
and Ignavibacteria in MBfRs. Gemmatimonadota and non-anammox Planctomycetota increased their abundance in MBfRs
despite their overall lower abundance. The implication of N2O as an inhibitory compound scavenging vitamin B12, which
is essential for the synthesis of methionine, suggested its limited suppressive effect on the growth of B12-dependent
bacteria, including N2O reducers. We identified Dehalococcoidia and Clostridia as predominant N2O sinks in an anammox
consortium fed exogenous N2O because of the higher metabolic potential of vitamin B12-dependent biosynthesis.

Key words: nitrous oxide reduction, nitrous oxide reductase gene nosZ, anammox, denitrifier

Increasing concerns for global environmental protection
against nitrogen pollution has led to stricter emission stand‐
ards and the consideration of biological nitrogen removal
processes (McCarty, 2018). Anammox-based systems, e.g.,
partial nitritation-anammox (PNA), are energy-saving and
low-cost nitrogen removal processes that represent an alter‐
native to conventional nitrification/denitrification. Since
PNA reduces electricity consumption by up to 60% and
lowers operation costs due to fewer requirements for aera‐
tion and external organic carbon (Gilbert et al., 2015), more
than 100 full-scale plants have hitherto implemented PNA
in their operation since 2014 (Lackner et al., 2014). The
number of anammox-based systems, including PNA, for
municipal and industrial wastewater treatment is increasing
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(Li et al., 2018; Al-Hazmi et al., 2023).
One of the challenges associated with anammox-based

systems is the emission of nitrous oxide (N2O). N2O has a
273-fold higher global warming potential than CO2 and is
also known as an ozone-depleting substance (Smith et al.,
2021). Partial nitritation, the first step of PNA, is a hotspot
for N2O exhaustion triggered by low oxygen, but high nitrite
concentrations (Domingo-Felez and Smets, 2019). Intensive
N2O emissions potentially offset the reduction in energy
consumption and, in some cases, contrarily exceed the car‐
bon footprint required for conventional nitrification/denitri‐
fication (Fenu et al., 2019).

Aeration control is a common strategy to deter N2O pro‐
duction in conventional wastewater treatment processes
(Domingo-Felez and Smets, 2019; Duan et al., 2021). This
precautionary strategy is based on preventing the accumula‐
tion of nitrite, the primary source of N2O production by
ammonia-oxidizing and denitrifying bacteria (Peng et al.,
2017). Nevertheless, this control measure is not a panacea,
resulting in N2O emissions in some cases (Han et al., 2023).
In contrast, strategies that reduce N2O produced via biotic
and abiotic pathways have been proposed to mitigate N2O
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production, and N2O consumption activities. In the evaluation,
40 mg N L–1 of 15N-labeled 15NO2

– (98% labeled; Shoko Science)
and 40 mg N L–1 of unlabeled NH4

+ were used. Fifteen milliliters
of the mixed medium, the same volume as that supplied to the
MBfRs, was poured into a 30-mL vial. Approximately 0.3 g of the
dewatered biomass was inoculated, and 44N2O was added to evalu‐
ate the N2O consumption potential. N2O and N2 concentrations in
the headspace were measured by GCMS. Experiments were con‐
ducted in triplicate. The biomass pretreatment and measurement
conditions are described in our previous study (Suenaga et al.,
2021).

Since 15NO2
– contained 98% of labeled 15N (15N fraction:

F=0.98), it was assumed that 15NO2
– was converted to 30N2 via

46N2O mediated by a heterotrophic denitrifying pathway and 15NO2
–

and non-labeled NH4
+ were converted into 29N2 by the anammox

reaction. N2O production, N2O consumption, and anammox activi‐
ties were obtained using Eqs. 2–4. In these equations, Vobs, 44N2O,
Vobs, 46N2O, Vobs, 29N2, and Vobs, 30N2 (note that Vobs, 44N2O is a negative
value) were obtained by the linear approximation of changes in the
concentrations of 44N2O, 46N2O, 29N2, and 30N2 from 4 to 15 h.
Detailed calculations are described in our previous study (Suenaga
et al., 2021).

N2O production activity = V obs, 30N2 + V obs, 46N2O ∙ F−2

 (Eq. 1)
N2O consumption activity =  V obs, 30N2 ∙ F−2 − V obs, 44N2O
 (Eq. 2)

Anammox activity
 =   V obs, 29N2 − 2 ∙ V obs, 30N2 ∙ F−1 1 − F  F−1 (Eq. 3)

Spatial localization of targeted bacteria by fluorescence in situ
hybridization (FISH)

Biomass samples on day 1044 were subjected to FISH. The floc
biomass was collected from Reactor 1 (w/N2O) and Reactor 2 (w/o
N2O) (Fig. S2), followed by immediate fixation with 4% parafor‐
maldehyde. Fixation and subsequent hybridization procedures
were performed as previously described (Terada et al., 2013). The
oligonucleotide probes applied and formamide percentages are
shown in Table S1. A microscopic analysis was performed using a
confocal laser scanning microscope (LSM 900; Carl Zeiss) with a
Diode Laser (488, 561, and 640 nm) and Airyscan 2. Image proc‐
essing was performed using ZEN 3.0 (blue edition) (Carl Zeiss)
and Imaris 10.0 (Oxford Instruments).

Taxonomy compositions and functional gene abundance
The biomass was routinely collected for a phylogenetic analysis

targeting the 16S rRNA gene and the quantification of functional
genes. The targeted genes were the nirK and nirS genes that
encode nitrite reductase, the cnorB and qnorB genes that encode
nitric oxide reductase, and the Clade I nosZ and Clade II nosZ
genes that encode N2O reductase (NOS). DNA extraction was con‐
ducted using the FastDNA Spin Kit for Soil (MP Biomedicals)
according to the manufacturer’s instructions. Functional gene
quantification was performed using the CFX96 Real-Time PCR
Detection System (BioRad Laboratories). The corresponding pri‐
mers and sequences are summarized in Table S2, and PCR condi‐
tions are described in the Supplementary Information (SI).

PCR amplification of the V4 hypervariable region of the 16S
rRNA gene was conducted using the primer set 515f-806r (Table
S2). PCR conditions and library preparation procedures are descri‐
bed in SI. The DNA libraries generated and the initial control (bac‐
teriophage PhiX; Illumina) were sequenced with a 300-cycle
MiSeq Reagent kit (version 2, Illumina) using a MiSeq DNA
sequencer (Illumina) in the paired-end sequencing mode.

Sequence data were analyzed using the following bioinformatics
tools: removal of the adapter and low-quality reads were conducted
using BBMap/BBduk (v. 38.84) (Bushnell, 2014), and trimmed

reads were merged using FLASh (version: 2.2.00) (Magoc and
Salzberg, 2011). Merged reads were imported into Dada2 (Prodan
et al., 2020) (version: 1.26.0). PhiX sequences were removed from
imported reads with Dada2’s FilterAndTrim command, and the
reminders were then clustered into amplicon sequence variant
(ASV) inference (default parameters), followed by the elimination
of chimeras (default parameters). Samples with yields >10000
reads in total after the elimination of chimeras were used for a
downstream analysis. 16S rRNA ASVs imported into Qiime2
(Bolyen et al., 2019) (q2cli: 2023.5.1) were assigned by lineages
using the QIIME 2 q2-feature-classifier plugin (Bokulich et al.,
2018) with the pre-trained Silva (138.1) database (Quast et al.,
2013; Robeson et al., 2021). Diversity and statistical analyses were
conducted using R version 4.2.2 (2022-10-31) and the phyloseq
package (McMurdie and Holmes, 2013). The parameters used in
the analysis are listed in SI and Table S3-S6.

Reconstruction and analyses of the metagenome-assembled
genome

Three biomass samples, two from Reactor 1 (w/N2O) and one
from Reactor 2 (w/o N2O) were collected on day 981 for shotgun
metagenomic sequencing. DNA was extracted using a phenol-
chloroform method (Butler, 2012; Yasuda et al., 2020). Biomass
samples were centrifuged (10000 rpm), and TE buffer (10 mM
Tris/HCl and 10 mM EDTA, pH=8) and 10% SDS were added to
the pelleted biomass. Genomic DNA was purified by repeating
DNA and protein separation using phenol, chloroform, and CTAB/
NaCl solution. RNA as a contaminant in genomic DNA was
decomposed by RNaseA (TaKaRa Bio). After ethanol precipita‐
tion, genomic DNA was suspended in TE buffer and stored in a
freezer until used. Library preparation and sequencing were per‐
formed at Azenta Life Science. Sequencing was performed on a
Novaseq (Illumina) with a 150-bp paired-end sequencing protocol,
and 10 Gb of data was obtained per sample.

The metagenomic pipeline employed in the present study is
shown in Fig. S3. A quality check of raw sequencing data and low-
quality read trimming were performed using fastp v0.22.0 (Chen et
al., 2018). Trimmed reads were assembled by Megahit (v1.2.9) (Li
et al., 2015) and metaSPAdes (v3.13.1) (Nurk et al., 2017) in par‐
allel with default parameters. Contigs and scaffolds were filtered
using SeqKit (v2.2.0) (Shen et al., 2016), and those longer than
500 bp were used in subsequent analyses.

To analyze the genomic profile of the nosZ gene in metagenome
samples, gene predictions in filtered contigs and scaffolds were
performed by Prodigal (v. 2.6.3) (Hyatt et al., 2010). Predicted
genes from all biomass samples were integrated to be non-
redundant by Cd-hit (v. 4.8.1) (Li and Godzik, 2006) with ‘-c
0.95 -aS 0.9 -g 1’. Function assignments were conducted using
EggNOG mapper (v2.1.9) (Cantalapiedra et al., 2021) with the dia‐
mond mode and InterProScan (v. 5.65–97.0) (Jones et al., 2014;
Blum et al., 2021). Quality-trimmed reads were mapped onto the
assembled contigs using BWA-MEM (v. 2.2.1) (Vasimuddin et al.,
2019) with default parameters. The resulting sequence alignment
mapping files were sorted using SAMtools (v. 1.13) (Danecek et
al., 2021), and the read coverage of each contig was calculated
using featureCounts (v. 2.0.3) (Liao et al., 2013). Read coverage
was further normalized by the total number of mapped reads in
each sample, yielding reads per kilobase per million mapped reads
(RPKM) values.

To reconstruct the metagenome-assembled genome (MAG), fil‐
tered contigs and scaffolds were grouped into primary-bins with
MaxBin (v2.2.6) (Wu et al., 2016), MetaBAT (v2.12.1) (Kang et
al., 2019), and CONCOCT (v 1.0.0) (Wu et al., 2016) with default
parameters. The bins were consolidated into final bins by
DASTools (v1.1.4) (Sieber et al., 2018) using default parameters.

Redundant bins generated in parallel were de-replicated by dRep
(v3.3.1) (Olm et al., 2017) with ‘-l 50000 -pa 0.90 -sa 0.99 -comp
50 -con 25 -nc 0.1’. CheckM2 (v1.0.1) (Chklovski et al., 2022
CheckM2: a rapid, scalable and accurate tool for assessing micro‐
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emissions. In one countermeasure strategy, gaseous N2O in
an off-gas line was fed to a bio-scrubber or biofilter, in
which N2O was converted into harmless nitrogen gas by
N2O-reducing bacteria (Frutos et al., 2016; Yoon et al.,
2017; Han et al., 2023). This concept has been successfully
demonstrated in lab- (Yoon et al., 2017) and pilot-scale
studies (Han et al., 2023), and is a promising option to
reduce N2O emissions from wastewater treatment plants
(WWTPs) (Frutos et al., 2016; Yoon et al., 2017). In both
strategies, harnessing N2O-reducing bacteria is vital to
accomplish the reduction of N2O.

Regardless of the broad range of nitrogen loads, a consis‐
tent line-up of bacteria, a.k.a. the core microbiome, has been
detected (Lawson et al., 2017; Keren et al., 2020; Xiao et
al., 2021). Furthermore, non-denitrifying N2O-reducing bac‐
teria, which are promising candidates as N2O sinks and do
not possess either or both nitrite reductase and nitric oxide
reductase (Sanford et al., 2012; Shan et al., 2021), have
been identified (Lawson et al., 2017). In the core micro‐
biome, some N2O-reducing bacteria, consisting of Clade I
and Clade II types, in an anammox biomass exhibited high
activities devoid of external organic carbon sources as
broadly available electron donors (Suenaga et al., 2021).
Based on their transcriptional activities, Anaerolineaceae
(Clade II) and Burkholderiaceae (Clade I), counted as part
of the core microbiome (Xiao et al., 2021), potentially play
an essential role in N2O consumption in anammox reactors
(Suenaga et al., 2021). A metagenomic approach provides a
more detailed understanding of the ecological and physio‐
logical functions of the core microbiome. Previous studies
elucidated metabolic potentials (Speth et al., 2016; Lawson
et al., 2017; Oshiki et al., 2022a) by tracking the uptake of
carbon labeled with radioactive and stable isotopes (14C
[Kindaichi et al., 2012] and 13C [Lawson et al., 2021]),
indicating the interdependence between anammox and het‐
erotrophic bacteria in carbon metabolism, e.g., vitamins, in
anammox reactors (Lawson et al., 2017; Keren et al., 2020;
Xiao et al., 2021). However, this physiological interaction
of N2O-reducing bacteria with carbon and nitrogen com‐
pounds remains unclear and, thus, warrants further study.

Since N2O-reducing bacteria use N2O as an electron
acceptor, an external supply of N2O may promote the activ‐
ity of N2O-reducing bacteria when N2O is a limiting factor.
On the other hand, N2O potentially inhibits bacterial growth,
e.g., Paracoccus denitrificans, because it reacts with vita‐
min B12 and deters methionine biosynthesis initiated from
vitamin B12 at extracellular N2O concentrations >2.8 mg N
L–1 (Sullivan et al., 2013). This concentration range was
observed in an up-flow column reactor (Suenaga et al.,
2021) and the anaerobic regions of anammox granules
(Okabe et al., 2011). This suppression may be crucial in an
anammox community in which most bacteria are interde‐
pendent on amino acids and vitamins provided by anammox
bacteria (Keren et al., 2020), particularly vitamin B12
(Lawson et al., 2017; Oshiki et al., 2022a). Under these
conditions, the supply and retention of additional exogenous
N2O is a potential inhibitor. These controversial effects of
N2O on N2O-reducing bacteria in an anammox community
warrant thorough investigation with the goal of mitigating
N2O emissions from anammox-based systems.

Therefore, the present study attempted to identify the
phylogeny of N2O-reducing bacteria in an anammox reactor
and characterize their metabolic functions based on their
genotypes. Since the growth of N2O-reducing bacteria in an
anammox community is limited by the supply of N2O
(Suenaga et al., 2021), we hypothesize that an external N2O
supply leads to the dominance of fast-growing N2O-reducing
bacteria under autotrophic conditions. To verify this hypoth‐
esis, we operated bioreactors designed to supply sufficient
N2O without bubble formation via a gas-permeable mem‐
brane (Kinh et al., 2017; Suenaga et al., 2019). We exam‐
ined the effects of the exogenous N2O supply on microbial
community compositions and functions by the side-by-side
operation of bioreactors with or without a N2O supply with
synthetic media containing ammonia and nitrite. 16S riboso‐
mal RNA (rRNA) gene amplicon sequencing and shotgun
metagenomic sequencing were performed for this evaluation.

Materials and Methods

Reactor set-up and operation
Two membrane biofilm reactors (MBfRs) (Suenaga et al., 2019)

were developed and applied for the enrichment of N2O-reducing
bacteria (Fig. S1). Each MBfR had liquid and gas compartments
between which a flat-sheet silicon gas-permeable membrane was
inserted. Their volume (0.26 L) and dimensions are referred to in a
previous study (Kinh et al., 2017). One MBfR, Reactor 1 (w/N2O),
was supplied 5% (v/v) N2O (base gas: N2) at 5 kPa as a feeding gas
from the gas compartment (on the bottom) to the biomass grown
on a flat-sheet gas-permeable silicone membrane (L×W of
170×30 mm with a wall thickness of 1 mm; Rubber) (Fig. S1). The
other MBfR, Reactor 2 (w/o N2O), had the same configuration and
dimensions, but was not supplied with N2O. A biomass from an
up-flow column-bed anammox reactor (Suenaga et al., 2021) was
inoculated into Reactors 1 and 2.

The MBfRs were operated in a thermostatic chamber at 30°C for
1237 days. The medium was continuously supplied, and the liquid
was recirculated through ports on the side walls of the MBfRs (Fig.
S1). The medium used contained (L–1 of distilled water) 100 mg N
of NH4

+, 100 mg N of NO2
–, 540 mg of NaHCO3, 27 mg of

KH2PO4, 300 mg of MgSO4·7H2O, and 180 mg of CaCl2·2H2O.
One milliliter of trace element solutions with compositions descri‐
bed elsewhere (deGraaf et al., 1996) was added to per liter of the
medium. The mixed medium was continuously purged with N2 gas
to eliminate dissolved oxygen, and oxygen in the medium influent
tank was maintained at a low concentration. The hydraulic reten‐
tion time (HRT) was consistently set at 1 day.

A sample was taken from the influent and effluent ports (Fig.
S1) and stored after filtration through a 0.45-μm membrane filter
(A045A025A; Advantec). NH4

+, NO2
–, and NO3

– concentrations
were measured by ion chromatography (ICS1000 and ICS90;
Thermo Fisher Scientific). In addition, 1 mL of the mixed medium
was sampled into a gas vial (13 mL) sealed with a butyl rubber
stopper filled with 12 mL of pure nitrogen gas to measure the gas‐
eous concentration of N2O. The dissolved concentration of N2O
was assessed by the liquid-gas equilibrium method, as previously
reported (Isobe et al., 2011; Riya et al., 2012; Suenaga et al.,
2021), collecting a gaseous sample for the measurement. The con‐
centration of N2O in the headspace was measured by gas
chromatography-quadrupole mass spectrometry (GCMS-QP2010
Ultra; Shimadzu).

Batch test using a 15N-labeled tracer
A 15N tracer test was performed using the biomass collected

from Reactors 1 and 2 on day 776 to evaluate gross anammox, N2O
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bation period are shown in Fig. 3. In both reactors, the phyla
Planctomycetota and Chloroflexota accounted for more than
50% at all periods, except on day 246. The relative abun‐
dance of anammox bacteria (class Brocadiales) was higher
in Reactor 2 than in Reactor 1. The relative abundance of
anammox bacteria in Reactor 2 (w/o N2O) was on average
24.8% for the period before day 385 and 51.2% after.
Within the class Brocadiales, Candidatus Jettenia was the
dominant bacterial species, regardless of the supply of N2O.

Chloroflexota was the dominant phylum among non-
anammox bacteria, with Anaerolineae (Reactor 1: 6.3–
48.1% of the total, Reactor 2: 5.6–45.6%) and
Ardenticatenaceae (Reactor 1: 1.9–48.1%, Reactor 2: 5.6–
45.6%) as the predominant classes. Other members

were Ignavibacteria, Betaproteobacteria/Burkholderiales,
Fimbriimonadia, Gammaproteobacteria/Xanthomonadales,
and Gammaproteobacteria/Phycisphaerae. The relative
abundance of these non-anammox bacteria, potentially
regarded as denitrifiers, was higher in Reactor 1 than in
Reactor 2. The relative abundance of non-anammox bacteria
changed over time, accounting for an average of approxi‐
mately 60% and reaching a maximum of 77% in Reactor 1
after day 426, when nitrogen removal performance stabi‐
lized.

The bacterial community compositions of the biofilm
adhering to the membrane and the aggregate biomass depos‐
ited onto the membrane-bound biofilm taken from Reactor 1
on day 199 (Fig. S2) are shown in Fig. S8. The major taxa

Fig. 1. Biomass-specific (a) N2O production and N2O consumption, (b) anammox activities calculated from the 15N tracer test. Experiments were
conducted in triplicate for reproducibility. Bars and error bars represent mean values and standard deviations, respectively. In the statistical ana‐
lysis, Welch’s t-test was performed (P>0.05).

Fig. 2. Time courses of gene densities by quantitative PCR (n=3): (a) nirS, (b) nirK, (c) cnorB, (d) qnorB, (e) Clade I nosZ, and (f) Clade II nosZ
genes normalized by DNA weight.
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bial genome quality using machine learning. bioRxiv: https://
doi.org/10.1101/2022.07.11.499243) was used to check the quality
of bins, and bins with completeness <70% and contamination >5%
were excluded. The presence of 16S/23S/5S rRNA was checked
with barrnap (v0.9) (Seemann, 2018), and the numbers and types
of tRNAs were counted using tRNAscan-SE (v 2.0.9) (Chan et al.,
2021). Taxonomy assignment was conducted using GTDB-Tk
(v2.1.1) (Chaumeil et al., 2022) with GTDB r207 (Parks et al.,
2022). DFAST (v1.2.14) (Tanizawa et al., 2018) was used for gene
predictions and functional annotations. Additional annotations for
function assignments were conducted using EggNOG mapper
(v2.1.9) (Cantalapiedra et al., 2021) with a diamond mode and
KofamScan (v 1.3.0) (Aramaki et al., 2020). Annotation results
were merged based on the Kyoto Encyclopedia of Genes and
Genomes (KEGG) Orthology (KO) and mapped to the KEGG
database (Kanehisa and Goto, 2000) using KEGG Decoder (v1.3)
(Graham et al., 2018). The relative abundance of bins in each sam‐
ple was calculated using CoverM (v0.6.1). Since two biomass sam‐
ples were collected from Reactor 1 (w/N2O), the average relative
abundance of the two samples was used.

Data availability
Raw 16S rRNA gene amplicon and metagenomic sequencing

data are available in the DNA Data Bank of Japan (DDBJ) nucleo‐
tide sequence database under accession numbers DRA016674 and
DRA016675, respectively. Assembled and annotated MAGs were
deposited in the DDBJ nucleotide sequence database with the
accession numbers shown in Table S7.

Results

Reactor operation and nitrogen removal performance
Similar changes were observed in effluent NH4

+, NO2
–,

and NO3
– concentrations in Reactors 1 (w/N2O) and 2 (w/o

N2O) (Fig. S4 and S5). In the first 90 days of the incubation,
approximately 50 mg N L–1 of NH4

+ and NO2
– remained in

the effluent of both reactors. NH4
+ and NO2

– concentrations
in the effluent then decreased in both reactors, reaching
average NO2

– and NH4
+ concentrations of 18.2 and

20.7 mg N L–1, respectively, from day 100 to 260 in Reactor
1 and 9.76 and 25.1 mg N L–1, respectively, in Reactor 2.
After day 295, NH4

+ and NO2
– concentrations in the effluent

further decreased in Reactors 1 and 2. However, NH4
+ and

NO2
– accumulated in the effluent from day 310 to 405 (Fig.

S4b and S5b), possibly due to the lack of maintenance
during the lockdown period of COVID-19. After day 426,
NO2

– and NH4
+ concentrations again decreased (16.5 and

12.6 mg N L–1, respectively, in Reactor 1 and 18.3 and
13.8 mg N L–1, respectively, in Reactor 2 on average).
Influent and effluent pH were 7.90±0.21 and 8.17±0.41,
respectively, in Reactor 1 and 7.92±0.31 and 8.13±0.30,
respectively, in Reactor 2. The exogenous supply of N2O
markedly affected dissolved N2O concentrations in the bulk
liquid. The dissolved concentration of N2O in the bulk liquid
was 3.96±2.67 mg N L–1 on average in Reactor 1 with a
maximum of 8.95 mg N L–1 (day 805) and a minimum of
1.31 mg N L–1 (day 864) (Fig. S6). The dissolved concentra‐
tion of N2O was markedly lower in Reactor 2 (Fig. S7), with
an average of 0.67±0.38 mg N L–1, maximum of 1.72 mg N
L–1 (day 776), and minimum of 0.34 mg N L–1 (day 1091).
Since the total concentration of nitrogen in the influent was
200 mg N L–1, the N2O conversion ratio over total nitrogen
in Reactor 2 was 0.34% under the assumption of marginal

N2O exhaustion to the gaseous layer due to the absence of
the headspace, which was similar to that in an anammox
column reactor (Suenaga et al., 2021). The stoichiometric
ratios of NO2

– consumption and NO3
– production over NH4

+

consumption in both reactors were similar to those of
enriched anammox bacteria (Strous et al., 1998) (Fig. S4c
and S5c), suggesting that an anammox reaction was respon‐
sible for biological nitrogen removal.

Regardless of the presence or absence of a N2O supply to
the reactors, their biomasses were mostly aggregated,
consisting of granules or flocs. Although both reactors were
constantly stirred by liquid recirculation, some of the bio‐
mass sedimented onto the gas-permeable membrane, while
the remainder continued to be suspended in the bulk liquid
or formed a biofilm on the reactor sidewall or gas-
permeable membrane surface (Fig. S2a). However, the bio‐
film mass of these parts was insufficient to extract DNA
(Fig. S2b) for routine functional gene quantification or a
phylogenetic analysis. Therefore, samples for DNA extrac‐
tion were collected from the aggregated biomass in a sus‐
pension.

Intrinsic activity test
Biomass-specific anammox rates were 0.90±0.22 mg N

[g MLVSS]–1 h–1 for Reactor 1 (w/N2O) and 0.97±0.28 mg N
[g MLVSS]–1 h–1 for Reactor 2 (w/o N2O), with no signifi‐
cant difference (P=0.735) (Fig. 1). Similar N2O production
rates were attained: 0.037±0.014 mg N [g MLVSS]–1 h–1 for
Reactor 1 (w/N2O) and 0.039±0.0028 mg N [g MLVSS]–1 h–1

for Reactor 2 (w/o N2O). N2O consumption rates were
0.21±0.064 mg N [g MLVSS]–1 h–1 for Reactor 1 (w/o N2O)
and 0.14±0.014 mg N [g MLVSS]–1 h–1 for Reactor 2 (w/o
N2O). Although no significant differences were observed in
N2O production (P=0.930) or consumption (P=0.452), an
increase was noted in the N2O consumption activity of the
biomass fed N2O.

Quantification of functional gene dynamics
The dynamics of functional gene abundance are shown in

Fig. 2. The continuous external supply of N2O allowed for
the distinct dynamics of denitrifying genes. Gene copies of
nirK, nirS, cnorB, and qnorB increased to day 280. Gene
copies of nirK and nirS remained constant in Reactor 1 (w/o
N2O), while those in Reactor 2 (w/o N2O) decreased from
those in the inoculum. nirK gene abundance was similar in
both reactors, whereas that of the nirS counterpart was sig‐
nificantly higher in Reactor 1 than in Reactor 2 after day
280, except on days 718 and 810 (P<0.05). The continuous
external supply of N2O increased nosZ gene abundance.
Despite the presence or absence of the external N2O supply,
the Clade II nosZ gene was one order of magnitude higher
than the Clade I nosZ gene. In contrast, Clade II nosZ gene
copies in Reactor 2 (w/o N2O) were lower on most sampling
dates than those on day 0, which was opposite to that
attained in Reactor 1 (w/N2O). Clade II nosZ gene copies
were significantly higher in Reactor 1 than in Reactor 2
after day 280 (P<0.05).

Taxonomy compositions
The top 6 taxa at the phylum level during the entire incu‐
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production, and N2O consumption activities. In the evaluation,
40 mg N L–1 of 15N-labeled 15NO2

– (98% labeled; Shoko Science)
and 40 mg N L–1 of unlabeled NH4

+ were used. Fifteen milliliters
of the mixed medium, the same volume as that supplied to the
MBfRs, was poured into a 30-mL vial. Approximately 0.3 g of the
dewatered biomass was inoculated, and 44N2O was added to evalu‐
ate the N2O consumption potential. N2O and N2 concentrations in
the headspace were measured by GCMS. Experiments were con‐
ducted in triplicate. The biomass pretreatment and measurement
conditions are described in our previous study (Suenaga et al.,
2021).

Since 15NO2
– contained 98% of labeled 15N (15N fraction:

F=0.98), it was assumed that 15NO2
– was converted to 30N2 via

46N2O mediated by a heterotrophic denitrifying pathway and 15NO2
–

and non-labeled NH4
+ were converted into 29N2 by the anammox

reaction. N2O production, N2O consumption, and anammox activi‐
ties were obtained using Eqs. 2–4. In these equations, Vobs, 44N2O,
Vobs, 46N2O, Vobs, 29N2, and Vobs, 30N2 (note that Vobs, 44N2O is a negative
value) were obtained by the linear approximation of changes in the
concentrations of 44N2O, 46N2O, 29N2, and 30N2 from 4 to 15 h.
Detailed calculations are described in our previous study (Suenaga
et al., 2021).

N2O production activity = V obs, 30N2 + V obs, 46N2O ∙ F−2

 (Eq. 1)
N2O consumption activity =  V obs, 30N2 ∙ F−2 − V obs, 44N2O
 (Eq. 2)

Anammox activity
 =   V obs, 29N2 − 2 ∙ V obs, 30N2 ∙ F−1 1 − F  F−1 (Eq. 3)

Spatial localization of targeted bacteria by fluorescence in situ
hybridization (FISH)

Biomass samples on day 1044 were subjected to FISH. The floc
biomass was collected from Reactor 1 (w/N2O) and Reactor 2 (w/o
N2O) (Fig. S2), followed by immediate fixation with 4% parafor‐
maldehyde. Fixation and subsequent hybridization procedures
were performed as previously described (Terada et al., 2013). The
oligonucleotide probes applied and formamide percentages are
shown in Table S1. A microscopic analysis was performed using a
confocal laser scanning microscope (LSM 900; Carl Zeiss) with a
Diode Laser (488, 561, and 640 nm) and Airyscan 2. Image proc‐
essing was performed using ZEN 3.0 (blue edition) (Carl Zeiss)
and Imaris 10.0 (Oxford Instruments).

Taxonomy compositions and functional gene abundance
The biomass was routinely collected for a phylogenetic analysis

targeting the 16S rRNA gene and the quantification of functional
genes. The targeted genes were the nirK and nirS genes that
encode nitrite reductase, the cnorB and qnorB genes that encode
nitric oxide reductase, and the Clade I nosZ and Clade II nosZ
genes that encode N2O reductase (NOS). DNA extraction was con‐
ducted using the FastDNA Spin Kit for Soil (MP Biomedicals)
according to the manufacturer’s instructions. Functional gene
quantification was performed using the CFX96 Real-Time PCR
Detection System (BioRad Laboratories). The corresponding pri‐
mers and sequences are summarized in Table S2, and PCR condi‐
tions are described in the Supplementary Information (SI).

PCR amplification of the V4 hypervariable region of the 16S
rRNA gene was conducted using the primer set 515f-806r (Table
S2). PCR conditions and library preparation procedures are descri‐
bed in SI. The DNA libraries generated and the initial control (bac‐
teriophage PhiX; Illumina) were sequenced with a 300-cycle
MiSeq Reagent kit (version 2, Illumina) using a MiSeq DNA
sequencer (Illumina) in the paired-end sequencing mode.

Sequence data were analyzed using the following bioinformatics
tools: removal of the adapter and low-quality reads were conducted
using BBMap/BBduk (v. 38.84) (Bushnell, 2014), and trimmed

reads were merged using FLASh (version: 2.2.00) (Magoc and
Salzberg, 2011). Merged reads were imported into Dada2 (Prodan
et al., 2020) (version: 1.26.0). PhiX sequences were removed from
imported reads with Dada2’s FilterAndTrim command, and the
reminders were then clustered into amplicon sequence variant
(ASV) inference (default parameters), followed by the elimination
of chimeras (default parameters). Samples with yields >10000
reads in total after the elimination of chimeras were used for a
downstream analysis. 16S rRNA ASVs imported into Qiime2
(Bolyen et al., 2019) (q2cli: 2023.5.1) were assigned by lineages
using the QIIME 2 q2-feature-classifier plugin (Bokulich et al.,
2018) with the pre-trained Silva (138.1) database (Quast et al.,
2013; Robeson et al., 2021). Diversity and statistical analyses were
conducted using R version 4.2.2 (2022-10-31) and the phyloseq
package (McMurdie and Holmes, 2013). The parameters used in
the analysis are listed in SI and Table S3-S6.

Reconstruction and analyses of the metagenome-assembled
genome

Three biomass samples, two from Reactor 1 (w/N2O) and one
from Reactor 2 (w/o N2O) were collected on day 981 for shotgun
metagenomic sequencing. DNA was extracted using a phenol-
chloroform method (Butler, 2012; Yasuda et al., 2020). Biomass
samples were centrifuged (10000 rpm), and TE buffer (10 mM
Tris/HCl and 10 mM EDTA, pH=8) and 10% SDS were added to
the pelleted biomass. Genomic DNA was purified by repeating
DNA and protein separation using phenol, chloroform, and CTAB/
NaCl solution. RNA as a contaminant in genomic DNA was
decomposed by RNaseA (TaKaRa Bio). After ethanol precipita‐
tion, genomic DNA was suspended in TE buffer and stored in a
freezer until used. Library preparation and sequencing were per‐
formed at Azenta Life Science. Sequencing was performed on a
Novaseq (Illumina) with a 150-bp paired-end sequencing protocol,
and 10 Gb of data was obtained per sample.

The metagenomic pipeline employed in the present study is
shown in Fig. S3. A quality check of raw sequencing data and low-
quality read trimming were performed using fastp v0.22.0 (Chen et
al., 2018). Trimmed reads were assembled by Megahit (v1.2.9) (Li
et al., 2015) and metaSPAdes (v3.13.1) (Nurk et al., 2017) in par‐
allel with default parameters. Contigs and scaffolds were filtered
using SeqKit (v2.2.0) (Shen et al., 2016), and those longer than
500 bp were used in subsequent analyses.

To analyze the genomic profile of the nosZ gene in metagenome
samples, gene predictions in filtered contigs and scaffolds were
performed by Prodigal (v. 2.6.3) (Hyatt et al., 2010). Predicted
genes from all biomass samples were integrated to be non-
redundant by Cd-hit (v. 4.8.1) (Li and Godzik, 2006) with ‘-c
0.95 -aS 0.9 -g 1’. Function assignments were conducted using
EggNOG mapper (v2.1.9) (Cantalapiedra et al., 2021) with the dia‐
mond mode and InterProScan (v. 5.65–97.0) (Jones et al., 2014;
Blum et al., 2021). Quality-trimmed reads were mapped onto the
assembled contigs using BWA-MEM (v. 2.2.1) (Vasimuddin et al.,
2019) with default parameters. The resulting sequence alignment
mapping files were sorted using SAMtools (v. 1.13) (Danecek et
al., 2021), and the read coverage of each contig was calculated
using featureCounts (v. 2.0.3) (Liao et al., 2013). Read coverage
was further normalized by the total number of mapped reads in
each sample, yielding reads per kilobase per million mapped reads
(RPKM) values.

To reconstruct the metagenome-assembled genome (MAG), fil‐
tered contigs and scaffolds were grouped into primary-bins with
MaxBin (v2.2.6) (Wu et al., 2016), MetaBAT (v2.12.1) (Kang et
al., 2019), and CONCOCT (v 1.0.0) (Wu et al., 2016) with default
parameters. The bins were consolidated into final bins by
DASTools (v1.1.4) (Sieber et al., 2018) using default parameters.

Redundant bins generated in parallel were de-replicated by dRep
(v3.3.1) (Olm et al., 2017) with ‘-l 50000 -pa 0.90 -sa 0.99 -comp
50 -con 25 -nc 0.1’. CheckM2 (v1.0.1) (Chklovski et al., 2022
CheckM2: a rapid, scalable and accurate tool for assessing micro‐
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emissions. In one countermeasure strategy, gaseous N2O in
an off-gas line was fed to a bio-scrubber or biofilter, in
which N2O was converted into harmless nitrogen gas by
N2O-reducing bacteria (Frutos et al., 2016; Yoon et al.,
2017; Han et al., 2023). This concept has been successfully
demonstrated in lab- (Yoon et al., 2017) and pilot-scale
studies (Han et al., 2023), and is a promising option to
reduce N2O emissions from wastewater treatment plants
(WWTPs) (Frutos et al., 2016; Yoon et al., 2017). In both
strategies, harnessing N2O-reducing bacteria is vital to
accomplish the reduction of N2O.

Regardless of the broad range of nitrogen loads, a consis‐
tent line-up of bacteria, a.k.a. the core microbiome, has been
detected (Lawson et al., 2017; Keren et al., 2020; Xiao et
al., 2021). Furthermore, non-denitrifying N2O-reducing bac‐
teria, which are promising candidates as N2O sinks and do
not possess either or both nitrite reductase and nitric oxide
reductase (Sanford et al., 2012; Shan et al., 2021), have
been identified (Lawson et al., 2017). In the core micro‐
biome, some N2O-reducing bacteria, consisting of Clade I
and Clade II types, in an anammox biomass exhibited high
activities devoid of external organic carbon sources as
broadly available electron donors (Suenaga et al., 2021).
Based on their transcriptional activities, Anaerolineaceae
(Clade II) and Burkholderiaceae (Clade I), counted as part
of the core microbiome (Xiao et al., 2021), potentially play
an essential role in N2O consumption in anammox reactors
(Suenaga et al., 2021). A metagenomic approach provides a
more detailed understanding of the ecological and physio‐
logical functions of the core microbiome. Previous studies
elucidated metabolic potentials (Speth et al., 2016; Lawson
et al., 2017; Oshiki et al., 2022a) by tracking the uptake of
carbon labeled with radioactive and stable isotopes (14C
[Kindaichi et al., 2012] and 13C [Lawson et al., 2021]),
indicating the interdependence between anammox and het‐
erotrophic bacteria in carbon metabolism, e.g., vitamins, in
anammox reactors (Lawson et al., 2017; Keren et al., 2020;
Xiao et al., 2021). However, this physiological interaction
of N2O-reducing bacteria with carbon and nitrogen com‐
pounds remains unclear and, thus, warrants further study.

Since N2O-reducing bacteria use N2O as an electron
acceptor, an external supply of N2O may promote the activ‐
ity of N2O-reducing bacteria when N2O is a limiting factor.
On the other hand, N2O potentially inhibits bacterial growth,
e.g., Paracoccus denitrificans, because it reacts with vita‐
min B12 and deters methionine biosynthesis initiated from
vitamin B12 at extracellular N2O concentrations >2.8 mg N
L–1 (Sullivan et al., 2013). This concentration range was
observed in an up-flow column reactor (Suenaga et al.,
2021) and the anaerobic regions of anammox granules
(Okabe et al., 2011). This suppression may be crucial in an
anammox community in which most bacteria are interde‐
pendent on amino acids and vitamins provided by anammox
bacteria (Keren et al., 2020), particularly vitamin B12
(Lawson et al., 2017; Oshiki et al., 2022a). Under these
conditions, the supply and retention of additional exogenous
N2O is a potential inhibitor. These controversial effects of
N2O on N2O-reducing bacteria in an anammox community
warrant thorough investigation with the goal of mitigating
N2O emissions from anammox-based systems.

Therefore, the present study attempted to identify the
phylogeny of N2O-reducing bacteria in an anammox reactor
and characterize their metabolic functions based on their
genotypes. Since the growth of N2O-reducing bacteria in an
anammox community is limited by the supply of N2O
(Suenaga et al., 2021), we hypothesize that an external N2O
supply leads to the dominance of fast-growing N2O-reducing
bacteria under autotrophic conditions. To verify this hypoth‐
esis, we operated bioreactors designed to supply sufficient
N2O without bubble formation via a gas-permeable mem‐
brane (Kinh et al., 2017; Suenaga et al., 2019). We exam‐
ined the effects of the exogenous N2O supply on microbial
community compositions and functions by the side-by-side
operation of bioreactors with or without a N2O supply with
synthetic media containing ammonia and nitrite. 16S riboso‐
mal RNA (rRNA) gene amplicon sequencing and shotgun
metagenomic sequencing were performed for this evaluation.

Materials and Methods

Reactor set-up and operation
Two membrane biofilm reactors (MBfRs) (Suenaga et al., 2019)

were developed and applied for the enrichment of N2O-reducing
bacteria (Fig. S1). Each MBfR had liquid and gas compartments
between which a flat-sheet silicon gas-permeable membrane was
inserted. Their volume (0.26 L) and dimensions are referred to in a
previous study (Kinh et al., 2017). One MBfR, Reactor 1 (w/N2O),
was supplied 5% (v/v) N2O (base gas: N2) at 5 kPa as a feeding gas
from the gas compartment (on the bottom) to the biomass grown
on a flat-sheet gas-permeable silicone membrane (L×W of
170×30 mm with a wall thickness of 1 mm; Rubber) (Fig. S1). The
other MBfR, Reactor 2 (w/o N2O), had the same configuration and
dimensions, but was not supplied with N2O. A biomass from an
up-flow column-bed anammox reactor (Suenaga et al., 2021) was
inoculated into Reactors 1 and 2.

The MBfRs were operated in a thermostatic chamber at 30°C for
1237 days. The medium was continuously supplied, and the liquid
was recirculated through ports on the side walls of the MBfRs (Fig.
S1). The medium used contained (L–1 of distilled water) 100 mg N
of NH4

+, 100 mg N of NO2
–, 540 mg of NaHCO3, 27 mg of

KH2PO4, 300 mg of MgSO4·7H2O, and 180 mg of CaCl2·2H2O.
One milliliter of trace element solutions with compositions descri‐
bed elsewhere (deGraaf et al., 1996) was added to per liter of the
medium. The mixed medium was continuously purged with N2 gas
to eliminate dissolved oxygen, and oxygen in the medium influent
tank was maintained at a low concentration. The hydraulic reten‐
tion time (HRT) was consistently set at 1 day.

A sample was taken from the influent and effluent ports (Fig.
S1) and stored after filtration through a 0.45-μm membrane filter
(A045A025A; Advantec). NH4

+, NO2
–, and NO3

– concentrations
were measured by ion chromatography (ICS1000 and ICS90;
Thermo Fisher Scientific). In addition, 1 mL of the mixed medium
was sampled into a gas vial (13 mL) sealed with a butyl rubber
stopper filled with 12 mL of pure nitrogen gas to measure the gas‐
eous concentration of N2O. The dissolved concentration of N2O
was assessed by the liquid-gas equilibrium method, as previously
reported (Isobe et al., 2011; Riya et al., 2012; Suenaga et al.,
2021), collecting a gaseous sample for the measurement. The con‐
centration of N2O in the headspace was measured by gas
chromatography-quadrupole mass spectrometry (GCMS-QP2010
Ultra; Shimadzu).

Batch test using a 15N-labeled tracer
A 15N tracer test was performed using the biomass collected

from Reactors 1 and 2 on day 776 to evaluate gross anammox, N2O
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bation period are shown in Fig. 3. In both reactors, the phyla
Planctomycetota and Chloroflexota accounted for more than
50% at all periods, except on day 246. The relative abun‐
dance of anammox bacteria (class Brocadiales) was higher
in Reactor 2 than in Reactor 1. The relative abundance of
anammox bacteria in Reactor 2 (w/o N2O) was on average
24.8% for the period before day 385 and 51.2% after.
Within the class Brocadiales, Candidatus Jettenia was the
dominant bacterial species, regardless of the supply of N2O.

Chloroflexota was the dominant phylum among non-
anammox bacteria, with Anaerolineae (Reactor 1: 6.3–
48.1% of the total, Reactor 2: 5.6–45.6%) and
Ardenticatenaceae (Reactor 1: 1.9–48.1%, Reactor 2: 5.6–
45.6%) as the predominant classes. Other members

were Ignavibacteria, Betaproteobacteria/Burkholderiales,
Fimbriimonadia, Gammaproteobacteria/Xanthomonadales,
and Gammaproteobacteria/Phycisphaerae. The relative
abundance of these non-anammox bacteria, potentially
regarded as denitrifiers, was higher in Reactor 1 than in
Reactor 2. The relative abundance of non-anammox bacteria
changed over time, accounting for an average of approxi‐
mately 60% and reaching a maximum of 77% in Reactor 1
after day 426, when nitrogen removal performance stabi‐
lized.

The bacterial community compositions of the biofilm
adhering to the membrane and the aggregate biomass depos‐
ited onto the membrane-bound biofilm taken from Reactor 1
on day 199 (Fig. S2) are shown in Fig. S8. The major taxa

Fig. 1. Biomass-specific (a) N2O production and N2O consumption, (b) anammox activities calculated from the 15N tracer test. Experiments were
conducted in triplicate for reproducibility. Bars and error bars represent mean values and standard deviations, respectively. In the statistical ana‐
lysis, Welch’s t-test was performed (P>0.05).

Fig. 2. Time courses of gene densities by quantitative PCR (n=3): (a) nirS, (b) nirK, (c) cnorB, (d) qnorB, (e) Clade I nosZ, and (f) Clade II nosZ
genes normalized by DNA weight.
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bial genome quality using machine learning. bioRxiv: https://
doi.org/10.1101/2022.07.11.499243) was used to check the quality
of bins, and bins with completeness <70% and contamination >5%
were excluded. The presence of 16S/23S/5S rRNA was checked
with barrnap (v0.9) (Seemann, 2018), and the numbers and types
of tRNAs were counted using tRNAscan-SE (v 2.0.9) (Chan et al.,
2021). Taxonomy assignment was conducted using GTDB-Tk
(v2.1.1) (Chaumeil et al., 2022) with GTDB r207 (Parks et al.,
2022). DFAST (v1.2.14) (Tanizawa et al., 2018) was used for gene
predictions and functional annotations. Additional annotations for
function assignments were conducted using EggNOG mapper
(v2.1.9) (Cantalapiedra et al., 2021) with a diamond mode and
KofamScan (v 1.3.0) (Aramaki et al., 2020). Annotation results
were merged based on the Kyoto Encyclopedia of Genes and
Genomes (KEGG) Orthology (KO) and mapped to the KEGG
database (Kanehisa and Goto, 2000) using KEGG Decoder (v1.3)
(Graham et al., 2018). The relative abundance of bins in each sam‐
ple was calculated using CoverM (v0.6.1). Since two biomass sam‐
ples were collected from Reactor 1 (w/N2O), the average relative
abundance of the two samples was used.

Data availability
Raw 16S rRNA gene amplicon and metagenomic sequencing

data are available in the DNA Data Bank of Japan (DDBJ) nucleo‐
tide sequence database under accession numbers DRA016674 and
DRA016675, respectively. Assembled and annotated MAGs were
deposited in the DDBJ nucleotide sequence database with the
accession numbers shown in Table S7.

Results

Reactor operation and nitrogen removal performance
Similar changes were observed in effluent NH4

+, NO2
–,

and NO3
– concentrations in Reactors 1 (w/N2O) and 2 (w/o

N2O) (Fig. S4 and S5). In the first 90 days of the incubation,
approximately 50 mg N L–1 of NH4

+ and NO2
– remained in

the effluent of both reactors. NH4
+ and NO2

– concentrations
in the effluent then decreased in both reactors, reaching
average NO2

– and NH4
+ concentrations of 18.2 and

20.7 mg N L–1, respectively, from day 100 to 260 in Reactor
1 and 9.76 and 25.1 mg N L–1, respectively, in Reactor 2.
After day 295, NH4

+ and NO2
– concentrations in the effluent

further decreased in Reactors 1 and 2. However, NH4
+ and

NO2
– accumulated in the effluent from day 310 to 405 (Fig.

S4b and S5b), possibly due to the lack of maintenance
during the lockdown period of COVID-19. After day 426,
NO2

– and NH4
+ concentrations again decreased (16.5 and

12.6 mg N L–1, respectively, in Reactor 1 and 18.3 and
13.8 mg N L–1, respectively, in Reactor 2 on average).
Influent and effluent pH were 7.90±0.21 and 8.17±0.41,
respectively, in Reactor 1 and 7.92±0.31 and 8.13±0.30,
respectively, in Reactor 2. The exogenous supply of N2O
markedly affected dissolved N2O concentrations in the bulk
liquid. The dissolved concentration of N2O in the bulk liquid
was 3.96±2.67 mg N L–1 on average in Reactor 1 with a
maximum of 8.95 mg N L–1 (day 805) and a minimum of
1.31 mg N L–1 (day 864) (Fig. S6). The dissolved concentra‐
tion of N2O was markedly lower in Reactor 2 (Fig. S7), with
an average of 0.67±0.38 mg N L–1, maximum of 1.72 mg N
L–1 (day 776), and minimum of 0.34 mg N L–1 (day 1091).
Since the total concentration of nitrogen in the influent was
200 mg N L–1, the N2O conversion ratio over total nitrogen
in Reactor 2 was 0.34% under the assumption of marginal

N2O exhaustion to the gaseous layer due to the absence of
the headspace, which was similar to that in an anammox
column reactor (Suenaga et al., 2021). The stoichiometric
ratios of NO2

– consumption and NO3
– production over NH4

+

consumption in both reactors were similar to those of
enriched anammox bacteria (Strous et al., 1998) (Fig. S4c
and S5c), suggesting that an anammox reaction was respon‐
sible for biological nitrogen removal.

Regardless of the presence or absence of a N2O supply to
the reactors, their biomasses were mostly aggregated,
consisting of granules or flocs. Although both reactors were
constantly stirred by liquid recirculation, some of the bio‐
mass sedimented onto the gas-permeable membrane, while
the remainder continued to be suspended in the bulk liquid
or formed a biofilm on the reactor sidewall or gas-
permeable membrane surface (Fig. S2a). However, the bio‐
film mass of these parts was insufficient to extract DNA
(Fig. S2b) for routine functional gene quantification or a
phylogenetic analysis. Therefore, samples for DNA extrac‐
tion were collected from the aggregated biomass in a sus‐
pension.

Intrinsic activity test
Biomass-specific anammox rates were 0.90±0.22 mg N

[g MLVSS]–1 h–1 for Reactor 1 (w/N2O) and 0.97±0.28 mg N
[g MLVSS]–1 h–1 for Reactor 2 (w/o N2O), with no signifi‐
cant difference (P=0.735) (Fig. 1). Similar N2O production
rates were attained: 0.037±0.014 mg N [g MLVSS]–1 h–1 for
Reactor 1 (w/N2O) and 0.039±0.0028 mg N [g MLVSS]–1 h–1

for Reactor 2 (w/o N2O). N2O consumption rates were
0.21±0.064 mg N [g MLVSS]–1 h–1 for Reactor 1 (w/o N2O)
and 0.14±0.014 mg N [g MLVSS]–1 h–1 for Reactor 2 (w/o
N2O). Although no significant differences were observed in
N2O production (P=0.930) or consumption (P=0.452), an
increase was noted in the N2O consumption activity of the
biomass fed N2O.

Quantification of functional gene dynamics
The dynamics of functional gene abundance are shown in

Fig. 2. The continuous external supply of N2O allowed for
the distinct dynamics of denitrifying genes. Gene copies of
nirK, nirS, cnorB, and qnorB increased to day 280. Gene
copies of nirK and nirS remained constant in Reactor 1 (w/o
N2O), while those in Reactor 2 (w/o N2O) decreased from
those in the inoculum. nirK gene abundance was similar in
both reactors, whereas that of the nirS counterpart was sig‐
nificantly higher in Reactor 1 than in Reactor 2 after day
280, except on days 718 and 810 (P<0.05). The continuous
external supply of N2O increased nosZ gene abundance.
Despite the presence or absence of the external N2O supply,
the Clade II nosZ gene was one order of magnitude higher
than the Clade I nosZ gene. In contrast, Clade II nosZ gene
copies in Reactor 2 (w/o N2O) were lower on most sampling
dates than those on day 0, which was opposite to that
attained in Reactor 1 (w/N2O). Clade II nosZ gene copies
were significantly higher in Reactor 1 than in Reactor 2
after day 280 (P<0.05).

Taxonomy compositions
The top 6 taxa at the phylum level during the entire incu‐
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than from Clade I nosZ (56.5 RPKM in Reactor 1 and 44.5
RPKM in Reactor 2) were retrieved (Fig. S9).

Genes involved in the metabolism and recycling of pepti‐
doglycans involved in carbon degradation and alpha-
amylase and beta-glucosidase, which play a role in the
metabolism of polysaccharides, a constitute of extracellular
polymeric substances (EPS), were annotated in
Armatimonadota (bins 61, 19, and 81), Ignavibacteria,
Gemmatimonadetes, Myxococcota, and Planctomycetota.
Chloroflexota MAGs differed in their genotypic patterns
associated with carbon degradation at the phylum level.
For example, the Anaerolineae MAG (bin 60) possessed
the genes encoding enzymes for peptidoglycan degra-
dation, alpha-amylase and beta-glucosidase, whereas the
Dehalococcoidia MAG (bin 80) carried an incomplete set of
functional genes encoding enzymes for peptidoglycan deg‐
radation (Fig. 5).

The genes involved in cobalamin biosynthesis (Corrin
ring biosynthesis and adenylation and nucleotide loop
assembly) were well annotated in Dehalococcoidia,
Clostridia (bin 30), and Brocadiae MAGs, suggesting the
presence of important vitamin B12 producers in the anam‐
mox community. The coverage of these MAGs was
Dehalococcoidia (bin 85: 0.08%, bin 23: 1.73%) and
Clostridia (bin 30: 0.23%). Burkholderiales (bins 66, 72,
and 78), Anaerolineae, and Nitrospiraceae (bin 67) MAGs
harbored the genes responsible for a vitamin B12 transporter
and nucleotide loop assembly for Cobalamin biosynthesis
(3) with high annotation (>60%).

Discussion

Our reactor design with a flat-sheet gas-permeable mem‐
brane allowed a bubbleless N2O supply to the biomasses in
the MBfRs. Continuous incubations by the MBfRs success‐
fully provided environments with high (Reactor 1) and low
(Reactor 2) concentrations of N2O (Fig. S6 and S7). The
concentration of N2O in Reactor 1 (3.96 mg N L–1 on aver‐
age, i.e., 141 μM) was more than one order of magnitude
higher than the apparent half-saturation constant for N2O
(Km,N2O) of 9.50±3.0 μM (0.266±0.083 mg N L–1) of an
enriched anammox biomass (Suenaga et al., 2021). There‐
fore, this ensures an environment in which fast-growing
N2O reducers with a low affinity for N2O, but a high N2O
consumption rate (Andrews and Harris, 1986; Yin et al.,
2022) preferentially grow. This study demonstrated that the
application of an MBfR concept (Nerenberg, 2016) to enrich
highly efficient N2O-reducing bacteria in an anammox bio‐
mass secures a stable environment with high or low concen‐
trations of N2O with the biomass. The maintenance of a
different N2O level for a long period was essential in the
present study, while we previously conducted a short-term
(within 1 day) biomass exposure to a high N2O concentra‐
tion (Suenaga et al., 2021).

By using the MBfR concept, the present study investi‐
gated whether an external N2O supply led to the dominance
of fast-growing N2O-reducing bacteria. According to the
microbial community compositions in the two MBfRs with
and without the external N2O supply (Fig. 3), slight changes

Fig. 4. Spatial distributions of anammox and Chloroflexi by fluorescence in situ hybridization, taken by confocal laser scanning microscopy
under 630× magnification. Anammox and Chloroflexi were hybridized by probes of Amx 368 and CFX1228+GNSB941 with fluorochromes of
Cy5 and Cy3, counterstained by the EUB338 mix with the fluorochrome of FITC. Cy5 is shown in blue, Cy3 in red, and FITC in green. Panels a,
b, c, d, e, and f: Reactor 1 (with N2O supply). Panel g: Reactor 2 (without N2O supply). In Panels a, b, c, d, and e, the number in the upper right in
each image indicates the distance from the aggregate surface.
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constituting the community were analogous; however, their
compositions differed. Anaerolineae was the most dominant
biofilm component, of which the ASV assigned to the genus
SBR1031 had a higher relative abundance in the biofilm
(32.6%>9.8% in the aggregate biomass). On the other hand,
the relative abundance of the family Brocadiaceae was
lower in the biofilm (3.5%) than in the aggregate biomass
(15.7%).

Activity analysis with FISH imaging
FISH analyses showed sufficient fluorescence in samples

taken from Reactor 1 (w/N2O) (Fig. 4a, b, c, d, e, f, and g).
Consistent with amplicon sequencing results, anammox and
Chloroflexota were abundant. The spatial distribution of
these bacteria in the floc did not markedly differ between
the two reactors (data not shown). The mesh-like structure
of the phylum Chloroflexota, possessing a filamentous cell
morphology, was distributed over the floc, particularly in
the floc exterior (Fig. 4a, b, c, d, and e). In contrast, anam‐
mox bacteria were present inside the floc. Bacteria other
than Chloroflexota and anammox bacteria were detected
near filamentous cells.

Analyses of MAGs
Of the reconstructed bins, after quality screening (com‐

pleteness ≥70%, contamination <5%), 58 MAGs were
acquired (Fig. 5 and Table S8). MAGs detected with
higher relative abundance (>1.5-fold) in Reactor 1 than in
Reactor 2 were assigned to Vicinamibacteria (bin 57),
Chthonomonadetes (bin 19), Anaerolineae (bin 60),
Dehalococcoidia (bin 23), Clostridia (bin 30),
Gemmatimonadetes (bins 55 and 53), Phycisphaerae (bin 22),
Burkholderiales (bin 52), Rhodocyclales (bin 45), Nevskiales

(bin 37), and Xanthomonadales (bin 59). Abundant
MAGs in Reactor 1 did not necessarily harbor either of
the nosZ genes. It is important to note that all of the
retrieved MAGs harboring the nosZ gene did not possess a
complete set of denitrifying genes, suggesting that they were
non-denitrifying genotypes.

MAGs (bins 48, 49, 50, and 51) were affiliated within
Ignavibacteriaceae, a taxon containing bacteria frequently
detected in anammox reactors that has been suggested to
function as a N2O sink (Lawson et al., 2017) harboring the
Clade II nosZ gene and dissimilatory nitrate reduction to
ammonium (DNRA) gene (nirBD and/or nrfAH). In addi‐
tion, bins 48 and 51 carried the narGHI genes encoding
nitrate reductase. The MAG assigned to Bacteroidia (bin
79), which has potential as a N2O sink, harbored the Clade
II nosZ gene and possessed the norBC and narGHI genes.

Anaerolineae, one of the most dominant non-anammox
bacterial genera, was annotated with the narGHI gene, nirS
and nirK genes, and a group of genes related to DNRA.
Dehalococcoidia harbored the nitrate reductase nar
gene, the nir gene, and the Clade II nosZ gene.
Gemmatimonadetes (bins 55 and 53), showing a highly
transcribed Clade II nosZ gene in anammox reactors as pre‐
viously reported (Suenaga et al., 2021), contained the nirK
gene encoding nitrite reductase, the narGHI gene, and
genes involved in DNRA. The MAGs of Planctomycetota
(bins 77, 58, and 47) were also annotated with the Clade II
nosZ gene. The MAGs abundantly detected in Reactor 1
(w/N2O) did not necessarily harbor any nosZ (i.e., bins 19,
60, 6, 45, 37, and 59). The abundance of the nosZ-coding
sequences collected from the assembled contigs revealed
that the higher RPKM values derived from Clade II nosZ
(174.2 RPKM in Reactor 1 and 164.0 RPKM in Reactor 2)

Fig. 3. Evolution of microbial community compositions by 16S rRNA gene amplicons in Reactors 1 (w/N2O supply) and 2 (w/o N2O supply).
The top six phyla and genera during the overall incubation are listed.
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bation period are shown in Fig. 3. In both reactors, the phyla
Planctomycetota and Chloroflexota accounted for more than
50% at all periods, except on day 246. The relative abun‐
dance of anammox bacteria (class Brocadiales) was higher
in Reactor 2 than in Reactor 1. The relative abundance of
anammox bacteria in Reactor 2 (w/o N2O) was on average
24.8% for the period before day 385 and 51.2% after.
Within the class Brocadiales, Candidatus Jettenia was the
dominant bacterial species, regardless of the supply of N2O.

Chloroflexota was the dominant phylum among non-
anammox bacteria, with Anaerolineae (Reactor 1: 6.3–
48.1% of the total, Reactor 2: 5.6–45.6%) and
Ardenticatenaceae (Reactor 1: 1.9–48.1%, Reactor 2: 5.6–
45.6%) as the predominant classes. Other members

were Ignavibacteria, Betaproteobacteria/Burkholderiales,
Fimbriimonadia, Gammaproteobacteria/Xanthomonadales,
and Gammaproteobacteria/Phycisphaerae. The relative
abundance of these non-anammox bacteria, potentially
regarded as denitrifiers, was higher in Reactor 1 than in
Reactor 2. The relative abundance of non-anammox bacteria
changed over time, accounting for an average of approxi‐
mately 60% and reaching a maximum of 77% in Reactor 1
after day 426, when nitrogen removal performance stabi‐
lized.

The bacterial community compositions of the biofilm
adhering to the membrane and the aggregate biomass depos‐
ited onto the membrane-bound biofilm taken from Reactor 1
on day 199 (Fig. S2) are shown in Fig. S8. The major taxa

Fig. 1. Biomass-specific (a) N2O production and N2O consumption, (b) anammox activities calculated from the 15N tracer test. Experiments were
conducted in triplicate for reproducibility. Bars and error bars represent mean values and standard deviations, respectively. In the statistical ana‐
lysis, Welch’s t-test was performed (P>0.05).

Fig. 2. Time courses of gene densities by quantitative PCR (n=3): (a) nirS, (b) nirK, (c) cnorB, (d) qnorB, (e) Clade I nosZ, and (f) Clade II nosZ
genes normalized by DNA weight.
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bial genome quality using machine learning. bioRxiv: https://
doi.org/10.1101/2022.07.11.499243) was used to check the quality
of bins, and bins with completeness <70% and contamination >5%
were excluded. The presence of 16S/23S/5S rRNA was checked
with barrnap (v0.9) (Seemann, 2018), and the numbers and types
of tRNAs were counted using tRNAscan-SE (v 2.0.9) (Chan et al.,
2021). Taxonomy assignment was conducted using GTDB-Tk
(v2.1.1) (Chaumeil et al., 2022) with GTDB r207 (Parks et al.,
2022). DFAST (v1.2.14) (Tanizawa et al., 2018) was used for gene
predictions and functional annotations. Additional annotations for
function assignments were conducted using EggNOG mapper
(v2.1.9) (Cantalapiedra et al., 2021) with a diamond mode and
KofamScan (v 1.3.0) (Aramaki et al., 2020). Annotation results
were merged based on the Kyoto Encyclopedia of Genes and
Genomes (KEGG) Orthology (KO) and mapped to the KEGG
database (Kanehisa and Goto, 2000) using KEGG Decoder (v1.3)
(Graham et al., 2018). The relative abundance of bins in each sam‐
ple was calculated using CoverM (v0.6.1). Since two biomass sam‐
ples were collected from Reactor 1 (w/N2O), the average relative
abundance of the two samples was used.

Data availability
Raw 16S rRNA gene amplicon and metagenomic sequencing

data are available in the DNA Data Bank of Japan (DDBJ) nucleo‐
tide sequence database under accession numbers DRA016674 and
DRA016675, respectively. Assembled and annotated MAGs were
deposited in the DDBJ nucleotide sequence database with the
accession numbers shown in Table S7.

Results

Reactor operation and nitrogen removal performance
Similar changes were observed in effluent NH4

+, NO2
–,

and NO3
– concentrations in Reactors 1 (w/N2O) and 2 (w/o

N2O) (Fig. S4 and S5). In the first 90 days of the incubation,
approximately 50 mg N L–1 of NH4

+ and NO2
– remained in

the effluent of both reactors. NH4
+ and NO2

– concentrations
in the effluent then decreased in both reactors, reaching
average NO2

– and NH4
+ concentrations of 18.2 and

20.7 mg N L–1, respectively, from day 100 to 260 in Reactor
1 and 9.76 and 25.1 mg N L–1, respectively, in Reactor 2.
After day 295, NH4

+ and NO2
– concentrations in the effluent

further decreased in Reactors 1 and 2. However, NH4
+ and

NO2
– accumulated in the effluent from day 310 to 405 (Fig.

S4b and S5b), possibly due to the lack of maintenance
during the lockdown period of COVID-19. After day 426,
NO2

– and NH4
+ concentrations again decreased (16.5 and

12.6 mg N L–1, respectively, in Reactor 1 and 18.3 and
13.8 mg N L–1, respectively, in Reactor 2 on average).
Influent and effluent pH were 7.90±0.21 and 8.17±0.41,
respectively, in Reactor 1 and 7.92±0.31 and 8.13±0.30,
respectively, in Reactor 2. The exogenous supply of N2O
markedly affected dissolved N2O concentrations in the bulk
liquid. The dissolved concentration of N2O in the bulk liquid
was 3.96±2.67 mg N L–1 on average in Reactor 1 with a
maximum of 8.95 mg N L–1 (day 805) and a minimum of
1.31 mg N L–1 (day 864) (Fig. S6). The dissolved concentra‐
tion of N2O was markedly lower in Reactor 2 (Fig. S7), with
an average of 0.67±0.38 mg N L–1, maximum of 1.72 mg N
L–1 (day 776), and minimum of 0.34 mg N L–1 (day 1091).
Since the total concentration of nitrogen in the influent was
200 mg N L–1, the N2O conversion ratio over total nitrogen
in Reactor 2 was 0.34% under the assumption of marginal

N2O exhaustion to the gaseous layer due to the absence of
the headspace, which was similar to that in an anammox
column reactor (Suenaga et al., 2021). The stoichiometric
ratios of NO2

– consumption and NO3
– production over NH4

+

consumption in both reactors were similar to those of
enriched anammox bacteria (Strous et al., 1998) (Fig. S4c
and S5c), suggesting that an anammox reaction was respon‐
sible for biological nitrogen removal.

Regardless of the presence or absence of a N2O supply to
the reactors, their biomasses were mostly aggregated,
consisting of granules or flocs. Although both reactors were
constantly stirred by liquid recirculation, some of the bio‐
mass sedimented onto the gas-permeable membrane, while
the remainder continued to be suspended in the bulk liquid
or formed a biofilm on the reactor sidewall or gas-
permeable membrane surface (Fig. S2a). However, the bio‐
film mass of these parts was insufficient to extract DNA
(Fig. S2b) for routine functional gene quantification or a
phylogenetic analysis. Therefore, samples for DNA extrac‐
tion were collected from the aggregated biomass in a sus‐
pension.

Intrinsic activity test
Biomass-specific anammox rates were 0.90±0.22 mg N

[g MLVSS]–1 h–1 for Reactor 1 (w/N2O) and 0.97±0.28 mg N
[g MLVSS]–1 h–1 for Reactor 2 (w/o N2O), with no signifi‐
cant difference (P=0.735) (Fig. 1). Similar N2O production
rates were attained: 0.037±0.014 mg N [g MLVSS]–1 h–1 for
Reactor 1 (w/N2O) and 0.039±0.0028 mg N [g MLVSS]–1 h–1

for Reactor 2 (w/o N2O). N2O consumption rates were
0.21±0.064 mg N [g MLVSS]–1 h–1 for Reactor 1 (w/o N2O)
and 0.14±0.014 mg N [g MLVSS]–1 h–1 for Reactor 2 (w/o
N2O). Although no significant differences were observed in
N2O production (P=0.930) or consumption (P=0.452), an
increase was noted in the N2O consumption activity of the
biomass fed N2O.

Quantification of functional gene dynamics
The dynamics of functional gene abundance are shown in

Fig. 2. The continuous external supply of N2O allowed for
the distinct dynamics of denitrifying genes. Gene copies of
nirK, nirS, cnorB, and qnorB increased to day 280. Gene
copies of nirK and nirS remained constant in Reactor 1 (w/o
N2O), while those in Reactor 2 (w/o N2O) decreased from
those in the inoculum. nirK gene abundance was similar in
both reactors, whereas that of the nirS counterpart was sig‐
nificantly higher in Reactor 1 than in Reactor 2 after day
280, except on days 718 and 810 (P<0.05). The continuous
external supply of N2O increased nosZ gene abundance.
Despite the presence or absence of the external N2O supply,
the Clade II nosZ gene was one order of magnitude higher
than the Clade I nosZ gene. In contrast, Clade II nosZ gene
copies in Reactor 2 (w/o N2O) were lower on most sampling
dates than those on day 0, which was opposite to that
attained in Reactor 1 (w/N2O). Clade II nosZ gene copies
were significantly higher in Reactor 1 than in Reactor 2
after day 280 (P<0.05).

Taxonomy compositions
The top 6 taxa at the phylum level during the entire incu‐
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than from Clade I nosZ (56.5 RPKM in Reactor 1 and 44.5
RPKM in Reactor 2) were retrieved (Fig. S9).

Genes involved in the metabolism and recycling of pepti‐
doglycans involved in carbon degradation and alpha-
amylase and beta-glucosidase, which play a role in the
metabolism of polysaccharides, a constitute of extracellular
polymeric substances (EPS), were annotated in
Armatimonadota (bins 61, 19, and 81), Ignavibacteria,
Gemmatimonadetes, Myxococcota, and Planctomycetota.
Chloroflexota MAGs differed in their genotypic patterns
associated with carbon degradation at the phylum level.
For example, the Anaerolineae MAG (bin 60) possessed
the genes encoding enzymes for peptidoglycan degra-
dation, alpha-amylase and beta-glucosidase, whereas the
Dehalococcoidia MAG (bin 80) carried an incomplete set of
functional genes encoding enzymes for peptidoglycan deg‐
radation (Fig. 5).

The genes involved in cobalamin biosynthesis (Corrin
ring biosynthesis and adenylation and nucleotide loop
assembly) were well annotated in Dehalococcoidia,
Clostridia (bin 30), and Brocadiae MAGs, suggesting the
presence of important vitamin B12 producers in the anam‐
mox community. The coverage of these MAGs was
Dehalococcoidia (bin 85: 0.08%, bin 23: 1.73%) and
Clostridia (bin 30: 0.23%). Burkholderiales (bins 66, 72,
and 78), Anaerolineae, and Nitrospiraceae (bin 67) MAGs
harbored the genes responsible for a vitamin B12 transporter
and nucleotide loop assembly for Cobalamin biosynthesis
(3) with high annotation (>60%).

Discussion

Our reactor design with a flat-sheet gas-permeable mem‐
brane allowed a bubbleless N2O supply to the biomasses in
the MBfRs. Continuous incubations by the MBfRs success‐
fully provided environments with high (Reactor 1) and low
(Reactor 2) concentrations of N2O (Fig. S6 and S7). The
concentration of N2O in Reactor 1 (3.96 mg N L–1 on aver‐
age, i.e., 141 μM) was more than one order of magnitude
higher than the apparent half-saturation constant for N2O
(Km,N2O) of 9.50±3.0 μM (0.266±0.083 mg N L–1) of an
enriched anammox biomass (Suenaga et al., 2021). There‐
fore, this ensures an environment in which fast-growing
N2O reducers with a low affinity for N2O, but a high N2O
consumption rate (Andrews and Harris, 1986; Yin et al.,
2022) preferentially grow. This study demonstrated that the
application of an MBfR concept (Nerenberg, 2016) to enrich
highly efficient N2O-reducing bacteria in an anammox bio‐
mass secures a stable environment with high or low concen‐
trations of N2O with the biomass. The maintenance of a
different N2O level for a long period was essential in the
present study, while we previously conducted a short-term
(within 1 day) biomass exposure to a high N2O concentra‐
tion (Suenaga et al., 2021).

By using the MBfR concept, the present study investi‐
gated whether an external N2O supply led to the dominance
of fast-growing N2O-reducing bacteria. According to the
microbial community compositions in the two MBfRs with
and without the external N2O supply (Fig. 3), slight changes

Fig. 4. Spatial distributions of anammox and Chloroflexi by fluorescence in situ hybridization, taken by confocal laser scanning microscopy
under 630× magnification. Anammox and Chloroflexi were hybridized by probes of Amx 368 and CFX1228+GNSB941 with fluorochromes of
Cy5 and Cy3, counterstained by the EUB338 mix with the fluorochrome of FITC. Cy5 is shown in blue, Cy3 in red, and FITC in green. Panels a,
b, c, d, e, and f: Reactor 1 (with N2O supply). Panel g: Reactor 2 (without N2O supply). In Panels a, b, c, d, and e, the number in the upper right in
each image indicates the distance from the aggregate surface.
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constituting the community were analogous; however, their
compositions differed. Anaerolineae was the most dominant
biofilm component, of which the ASV assigned to the genus
SBR1031 had a higher relative abundance in the biofilm
(32.6%>9.8% in the aggregate biomass). On the other hand,
the relative abundance of the family Brocadiaceae was
lower in the biofilm (3.5%) than in the aggregate biomass
(15.7%).

Activity analysis with FISH imaging
FISH analyses showed sufficient fluorescence in samples

taken from Reactor 1 (w/N2O) (Fig. 4a, b, c, d, e, f, and g).
Consistent with amplicon sequencing results, anammox and
Chloroflexota were abundant. The spatial distribution of
these bacteria in the floc did not markedly differ between
the two reactors (data not shown). The mesh-like structure
of the phylum Chloroflexota, possessing a filamentous cell
morphology, was distributed over the floc, particularly in
the floc exterior (Fig. 4a, b, c, d, and e). In contrast, anam‐
mox bacteria were present inside the floc. Bacteria other
than Chloroflexota and anammox bacteria were detected
near filamentous cells.

Analyses of MAGs
Of the reconstructed bins, after quality screening (com‐

pleteness ≥70%, contamination <5%), 58 MAGs were
acquired (Fig. 5 and Table S8). MAGs detected with
higher relative abundance (>1.5-fold) in Reactor 1 than in
Reactor 2 were assigned to Vicinamibacteria (bin 57),
Chthonomonadetes (bin 19), Anaerolineae (bin 60),
Dehalococcoidia (bin 23), Clostridia (bin 30),
Gemmatimonadetes (bins 55 and 53), Phycisphaerae (bin 22),
Burkholderiales (bin 52), Rhodocyclales (bin 45), Nevskiales

(bin 37), and Xanthomonadales (bin 59). Abundant
MAGs in Reactor 1 did not necessarily harbor either of
the nosZ genes. It is important to note that all of the
retrieved MAGs harboring the nosZ gene did not possess a
complete set of denitrifying genes, suggesting that they were
non-denitrifying genotypes.

MAGs (bins 48, 49, 50, and 51) were affiliated within
Ignavibacteriaceae, a taxon containing bacteria frequently
detected in anammox reactors that has been suggested to
function as a N2O sink (Lawson et al., 2017) harboring the
Clade II nosZ gene and dissimilatory nitrate reduction to
ammonium (DNRA) gene (nirBD and/or nrfAH). In addi‐
tion, bins 48 and 51 carried the narGHI genes encoding
nitrate reductase. The MAG assigned to Bacteroidia (bin
79), which has potential as a N2O sink, harbored the Clade
II nosZ gene and possessed the norBC and narGHI genes.

Anaerolineae, one of the most dominant non-anammox
bacterial genera, was annotated with the narGHI gene, nirS
and nirK genes, and a group of genes related to DNRA.
Dehalococcoidia harbored the nitrate reductase nar
gene, the nir gene, and the Clade II nosZ gene.
Gemmatimonadetes (bins 55 and 53), showing a highly
transcribed Clade II nosZ gene in anammox reactors as pre‐
viously reported (Suenaga et al., 2021), contained the nirK
gene encoding nitrite reductase, the narGHI gene, and
genes involved in DNRA. The MAGs of Planctomycetota
(bins 77, 58, and 47) were also annotated with the Clade II
nosZ gene. The MAGs abundantly detected in Reactor 1
(w/N2O) did not necessarily harbor any nosZ (i.e., bins 19,
60, 6, 45, 37, and 59). The abundance of the nosZ-coding
sequences collected from the assembled contigs revealed
that the higher RPKM values derived from Clade II nosZ
(174.2 RPKM in Reactor 1 and 164.0 RPKM in Reactor 2)

Fig. 3. Evolution of microbial community compositions by 16S rRNA gene amplicons in Reactors 1 (w/N2O supply) and 2 (w/o N2O supply).
The top six phyla and genera during the overall incubation are listed.
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in microbial community compositions were attained. This
result refutes our hypothesis that an external N2O supply
leads to the dominance of fast-growing N2O-reducing bacte‐
ria. Nevertheless, the biomass from Reactor 1 showed a
higher N2O consumption rate than that from Reactor 2 (Fig.
1). The quantitative values of Clade I and Clade II nosZ
genes indicated that the supply of N2O as an external elec‐
tron acceptor was advantageous to the bacterial community
harboring nosZ. This effect was significantly pronounced
for Clade II nosZ (Fig. 2f). Although the contribution of the
external N2O supply to microbial community changes may
be limited (Fig. 3), the N2O supply was instrumental in the
increases observed in Clade II nosZ gene abundance (Fig.
2f) and intrinsic N2O consumption activities (Fig. 1).

An autotrophic environment with a high nitrogen concen‐
tration likely favors Clade II nosZ N2O-reducing bacteria.
This notion was supported by the present results showing
that Clade II nosZ N2O-reducing bacteria were consistently
one order of magnitude and three-fold more abundant than
the Clade I type in MBfRs regardless of the supply of N2O
by qPCR (Fig. 2e and 2f) and the metagenomic analysis
(Fig. S9), respectively. This result may be attributed to an
inoculum being highly enriched under autotrophic condi‐
tions (Suenaga et al., 2021). Previous studies on N2O-
reducing bacteria harboring either Clade I or Clade II nosZ
genes indicated that Clade II nosZ bacteria exhibited higher
affinities (Yoon et al., 2016; Suenaga et al., 2019), which
was not consistent with our results, where even a high con‐
centration of N2O allowed a higher abundance of Clade II
nosZ bacteria. Clade II nosZ bacteria were found to be dom‐
inant during an incubation with a N2O supply (Suenaga et
al., 2019). These findings and the present results indicate
that the concentration of N2O during the enrichment of N2O-
reducing bacteria is not the sole factor affecting the predom‐
inance of the clade of the nosZ gene.

Anaerolineae and Ignavibacteria, which were dominant
among non-anammox bacteria in the present study (Fig. 3),
may be critical N2O reducers in anammox systems. They
reportedly utilize endogenous organic matter when fed an
organic-free medium, and are also the most prevalent when
fermentable organic matter is supplied at low C/N ratios
(Xiao et al., 2021). Ignavibacteria MAGs (bins 48, 49, 50,
and 51) and Anaerolineae MAG (bin 80) were annotated
with metabolic pathways regarding soluble microbial prod‐
ucts (SMP) by KEGG Decoder (Ni et al., 2012), including
EPS composed of polysaccharides and proteins secreted by
anammox bacteria (Hou et al., 2015; Ali et al., 2018). The
annotation count by KEGG Decoder accounted for over
65% of the total metabolic pathways. In addition, these
associated genes were functionally assigned to carbon deg‐
radation to utilize cell debris (Fig. 5). Therefore, these taxa
were likely to be N2O consumers using SMP produced by
anammox and others in the anammox reactor.

SBR1031 belonging to the class Anaerolineae showed a
higher relative abundance in the biofilm grown on mem‐
brane surfaces (Fig. S8) with presumably high N2O concen‐
trations. The results of the metagenomic analysis suggest
that this genus contains bacteria harboring the Clade II nosZ
gene (Bovio-Winkler et al., 2023), which may have a prom‐
ising N2O consumption capacity. Therefore, the class

Anaerolineae has potential as a N2O sink in the anammox
system that is not susceptible to high N2O concentrations. In
contrast, a lower abundance of the family Brocadiaceae in
the biofilm than the deposited aggregates on the biofilm
outer surface (Fig. S8) suggested that a high N2O concentra‐
tion condition was unfavorable for anammox growth.

The phylum Chloroflexota coexisting with anammox
bacteria was detected at the periphery of the biomass,
surrounding anammox cell aggregates (Fig. 4). This spatial
arrangement did not appear to change with or without the
N2O supply, which is consistent with previous findings
(Wong et al., 2023). In addition, filamentous Chloroflexota
has been suggested to function as a junction for biomass
aggregates and degrade EPS secreted by anammox bacteria,
which are responsible for decomposing EPS to SMP availa‐
ble to other heterotrophic bacteria (Wong et al., 2023). Our
Anaerolineae MAG (bin 60) was also well annotated with
pathways (alpha-amylase and beta-glucosidase) involved in
the degradation of polysaccharide chains (Oshiki et al.,
2022a) (Fig. 5). Our FISH analysis also showed fluores‐
cence derived from neither Planctomycetota nor
Chloroflexota in the vicinity of Chloroflexota (Fig. 4), and
its spatial coordination was similar to that observed in a pre‐
vious study (Wong et al., 2023). Therefore, the preference
and availability of recalcitrant organic matter were deemed
necessary for elucidating the composition of the non-
anammox bacterial population. This unexplored population
may be one of the reasons why N2O-reducing bacteria with
faster N2O consumption rates were more dominant than
N2O-producing bacteria.

Although the phyla Gemmatimonadota and non-
anammox Planctomycetota were not predominant in the
microbial community, they were frequently detected taxa in
Reactor 1 (Fig. 5), suggesting their involvement in another
N2O sink. These phyla exhibit high transcription activities
of the nosZ gene in anammox processes (Park et al., 2017;
Suenaga et al., 2021). The higher coverage of MAGs
belonging to these strains in Reactor 1 suggested that the
physiological traits matched the environment in the MBfR
with external N2O supply, alluding to N2O reducers favora‐
ble in environments with high N2O concentrations. The
production of N2O during denitrification, often found in
anammox processes as a minor microbial reaction among
nitrogen transformation, may be attributed to a N2O produc‐
tion rate via the reduction of NO3

– and NO2
– to N2O, over‐

whelming the N2O consumption rate. A Gemmatimonadetes
MAG (bin 53), harboring narGHI and Clade II nosZ genes,
possessed the metabolic potentials of NO3

– and N2O reduc‐
tion (Fig. 5), potentially consuming N2O depending on N2O
concentrations according to the biokinetics in previous study
(Oshiki et al., 2022b). Moreover, non-anammox Planctomycetes
(bins 77 and 47) possessed two denitrification-related genes,
the napAB gene encoding nitrate reductase and the Clade II
nosZ gene (Fig. 5). When bacteria carry the nap and nos
genes, they preferentially use N2O as an electron acceptor
more than those with nar and nos genes (Gao et al., 2021;
Oba et al., 2022), suggesting that non-anammox planctomy‐
cetes harboring nosZ genes are preferential N2O sinks.

Theoretically, there has been a concern about the loss of
nitrogen removal performance due to reduced microbial
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Fig. 5. Pathway coverage of high quality (completeness ≥70%, contamination <5%) metagenome-assembled genomes. The dot indicates
metabolic pathway completeness calculated using the KEGG Decoder based on KEGG Orthology (KO) results assigned by DFAST, EggNOG
mapper, and KofamKOALA.
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than from Clade I nosZ (56.5 RPKM in Reactor 1 and 44.5
RPKM in Reactor 2) were retrieved (Fig. S9).

Genes involved in the metabolism and recycling of pepti‐
doglycans involved in carbon degradation and alpha-
amylase and beta-glucosidase, which play a role in the
metabolism of polysaccharides, a constitute of extracellular
polymeric substances (EPS), were annotated in
Armatimonadota (bins 61, 19, and 81), Ignavibacteria,
Gemmatimonadetes, Myxococcota, and Planctomycetota.
Chloroflexota MAGs differed in their genotypic patterns
associated with carbon degradation at the phylum level.
For example, the Anaerolineae MAG (bin 60) possessed
the genes encoding enzymes for peptidoglycan degra-
dation, alpha-amylase and beta-glucosidase, whereas the
Dehalococcoidia MAG (bin 80) carried an incomplete set of
functional genes encoding enzymes for peptidoglycan deg‐
radation (Fig. 5).

The genes involved in cobalamin biosynthesis (Corrin
ring biosynthesis and adenylation and nucleotide loop
assembly) were well annotated in Dehalococcoidia,
Clostridia (bin 30), and Brocadiae MAGs, suggesting the
presence of important vitamin B12 producers in the anam‐
mox community. The coverage of these MAGs was
Dehalococcoidia (bin 85: 0.08%, bin 23: 1.73%) and
Clostridia (bin 30: 0.23%). Burkholderiales (bins 66, 72,
and 78), Anaerolineae, and Nitrospiraceae (bin 67) MAGs
harbored the genes responsible for a vitamin B12 transporter
and nucleotide loop assembly for Cobalamin biosynthesis
(3) with high annotation (>60%).

Discussion

Our reactor design with a flat-sheet gas-permeable mem‐
brane allowed a bubbleless N2O supply to the biomasses in
the MBfRs. Continuous incubations by the MBfRs success‐
fully provided environments with high (Reactor 1) and low
(Reactor 2) concentrations of N2O (Fig. S6 and S7). The
concentration of N2O in Reactor 1 (3.96 mg N L–1 on aver‐
age, i.e., 141 μM) was more than one order of magnitude
higher than the apparent half-saturation constant for N2O
(Km,N2O) of 9.50±3.0 μM (0.266±0.083 mg N L–1) of an
enriched anammox biomass (Suenaga et al., 2021). There‐
fore, this ensures an environment in which fast-growing
N2O reducers with a low affinity for N2O, but a high N2O
consumption rate (Andrews and Harris, 1986; Yin et al.,
2022) preferentially grow. This study demonstrated that the
application of an MBfR concept (Nerenberg, 2016) to enrich
highly efficient N2O-reducing bacteria in an anammox bio‐
mass secures a stable environment with high or low concen‐
trations of N2O with the biomass. The maintenance of a
different N2O level for a long period was essential in the
present study, while we previously conducted a short-term
(within 1 day) biomass exposure to a high N2O concentra‐
tion (Suenaga et al., 2021).

By using the MBfR concept, the present study investi‐
gated whether an external N2O supply led to the dominance
of fast-growing N2O-reducing bacteria. According to the
microbial community compositions in the two MBfRs with
and without the external N2O supply (Fig. 3), slight changes

Fig. 4. Spatial distributions of anammox and Chloroflexi by fluorescence in situ hybridization, taken by confocal laser scanning microscopy
under 630× magnification. Anammox and Chloroflexi were hybridized by probes of Amx 368 and CFX1228+GNSB941 with fluorochromes of
Cy5 and Cy3, counterstained by the EUB338 mix with the fluorochrome of FITC. Cy5 is shown in blue, Cy3 in red, and FITC in green. Panels a,
b, c, d, e, and f: Reactor 1 (with N2O supply). Panel g: Reactor 2 (without N2O supply). In Panels a, b, c, d, and e, the number in the upper right in
each image indicates the distance from the aggregate surface.
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constituting the community were analogous; however, their
compositions differed. Anaerolineae was the most dominant
biofilm component, of which the ASV assigned to the genus
SBR1031 had a higher relative abundance in the biofilm
(32.6%>9.8% in the aggregate biomass). On the other hand,
the relative abundance of the family Brocadiaceae was
lower in the biofilm (3.5%) than in the aggregate biomass
(15.7%).

Activity analysis with FISH imaging
FISH analyses showed sufficient fluorescence in samples

taken from Reactor 1 (w/N2O) (Fig. 4a, b, c, d, e, f, and g).
Consistent with amplicon sequencing results, anammox and
Chloroflexota were abundant. The spatial distribution of
these bacteria in the floc did not markedly differ between
the two reactors (data not shown). The mesh-like structure
of the phylum Chloroflexota, possessing a filamentous cell
morphology, was distributed over the floc, particularly in
the floc exterior (Fig. 4a, b, c, d, and e). In contrast, anam‐
mox bacteria were present inside the floc. Bacteria other
than Chloroflexota and anammox bacteria were detected
near filamentous cells.

Analyses of MAGs
Of the reconstructed bins, after quality screening (com‐

pleteness ≥70%, contamination <5%), 58 MAGs were
acquired (Fig. 5 and Table S8). MAGs detected with
higher relative abundance (>1.5-fold) in Reactor 1 than in
Reactor 2 were assigned to Vicinamibacteria (bin 57),
Chthonomonadetes (bin 19), Anaerolineae (bin 60),
Dehalococcoidia (bin 23), Clostridia (bin 30),
Gemmatimonadetes (bins 55 and 53), Phycisphaerae (bin 22),
Burkholderiales (bin 52), Rhodocyclales (bin 45), Nevskiales

(bin 37), and Xanthomonadales (bin 59). Abundant
MAGs in Reactor 1 did not necessarily harbor either of
the nosZ genes. It is important to note that all of the
retrieved MAGs harboring the nosZ gene did not possess a
complete set of denitrifying genes, suggesting that they were
non-denitrifying genotypes.

MAGs (bins 48, 49, 50, and 51) were affiliated within
Ignavibacteriaceae, a taxon containing bacteria frequently
detected in anammox reactors that has been suggested to
function as a N2O sink (Lawson et al., 2017) harboring the
Clade II nosZ gene and dissimilatory nitrate reduction to
ammonium (DNRA) gene (nirBD and/or nrfAH). In addi‐
tion, bins 48 and 51 carried the narGHI genes encoding
nitrate reductase. The MAG assigned to Bacteroidia (bin
79), which has potential as a N2O sink, harbored the Clade
II nosZ gene and possessed the norBC and narGHI genes.

Anaerolineae, one of the most dominant non-anammox
bacterial genera, was annotated with the narGHI gene, nirS
and nirK genes, and a group of genes related to DNRA.
Dehalococcoidia harbored the nitrate reductase nar
gene, the nir gene, and the Clade II nosZ gene.
Gemmatimonadetes (bins 55 and 53), showing a highly
transcribed Clade II nosZ gene in anammox reactors as pre‐
viously reported (Suenaga et al., 2021), contained the nirK
gene encoding nitrite reductase, the narGHI gene, and
genes involved in DNRA. The MAGs of Planctomycetota
(bins 77, 58, and 47) were also annotated with the Clade II
nosZ gene. The MAGs abundantly detected in Reactor 1
(w/N2O) did not necessarily harbor any nosZ (i.e., bins 19,
60, 6, 45, 37, and 59). The abundance of the nosZ-coding
sequences collected from the assembled contigs revealed
that the higher RPKM values derived from Clade II nosZ
(174.2 RPKM in Reactor 1 and 164.0 RPKM in Reactor 2)

Fig. 3. Evolution of microbial community compositions by 16S rRNA gene amplicons in Reactors 1 (w/N2O supply) and 2 (w/o N2O supply).
The top six phyla and genera during the overall incubation are listed.
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in microbial community compositions were attained. This
result refutes our hypothesis that an external N2O supply
leads to the dominance of fast-growing N2O-reducing bacte‐
ria. Nevertheless, the biomass from Reactor 1 showed a
higher N2O consumption rate than that from Reactor 2 (Fig.
1). The quantitative values of Clade I and Clade II nosZ
genes indicated that the supply of N2O as an external elec‐
tron acceptor was advantageous to the bacterial community
harboring nosZ. This effect was significantly pronounced
for Clade II nosZ (Fig. 2f). Although the contribution of the
external N2O supply to microbial community changes may
be limited (Fig. 3), the N2O supply was instrumental in the
increases observed in Clade II nosZ gene abundance (Fig.
2f) and intrinsic N2O consumption activities (Fig. 1).

An autotrophic environment with a high nitrogen concen‐
tration likely favors Clade II nosZ N2O-reducing bacteria.
This notion was supported by the present results showing
that Clade II nosZ N2O-reducing bacteria were consistently
one order of magnitude and three-fold more abundant than
the Clade I type in MBfRs regardless of the supply of N2O
by qPCR (Fig. 2e and 2f) and the metagenomic analysis
(Fig. S9), respectively. This result may be attributed to an
inoculum being highly enriched under autotrophic condi‐
tions (Suenaga et al., 2021). Previous studies on N2O-
reducing bacteria harboring either Clade I or Clade II nosZ
genes indicated that Clade II nosZ bacteria exhibited higher
affinities (Yoon et al., 2016; Suenaga et al., 2019), which
was not consistent with our results, where even a high con‐
centration of N2O allowed a higher abundance of Clade II
nosZ bacteria. Clade II nosZ bacteria were found to be dom‐
inant during an incubation with a N2O supply (Suenaga et
al., 2019). These findings and the present results indicate
that the concentration of N2O during the enrichment of N2O-
reducing bacteria is not the sole factor affecting the predom‐
inance of the clade of the nosZ gene.

Anaerolineae and Ignavibacteria, which were dominant
among non-anammox bacteria in the present study (Fig. 3),
may be critical N2O reducers in anammox systems. They
reportedly utilize endogenous organic matter when fed an
organic-free medium, and are also the most prevalent when
fermentable organic matter is supplied at low C/N ratios
(Xiao et al., 2021). Ignavibacteria MAGs (bins 48, 49, 50,
and 51) and Anaerolineae MAG (bin 80) were annotated
with metabolic pathways regarding soluble microbial prod‐
ucts (SMP) by KEGG Decoder (Ni et al., 2012), including
EPS composed of polysaccharides and proteins secreted by
anammox bacteria (Hou et al., 2015; Ali et al., 2018). The
annotation count by KEGG Decoder accounted for over
65% of the total metabolic pathways. In addition, these
associated genes were functionally assigned to carbon deg‐
radation to utilize cell debris (Fig. 5). Therefore, these taxa
were likely to be N2O consumers using SMP produced by
anammox and others in the anammox reactor.

SBR1031 belonging to the class Anaerolineae showed a
higher relative abundance in the biofilm grown on mem‐
brane surfaces (Fig. S8) with presumably high N2O concen‐
trations. The results of the metagenomic analysis suggest
that this genus contains bacteria harboring the Clade II nosZ
gene (Bovio-Winkler et al., 2023), which may have a prom‐
ising N2O consumption capacity. Therefore, the class

Anaerolineae has potential as a N2O sink in the anammox
system that is not susceptible to high N2O concentrations. In
contrast, a lower abundance of the family Brocadiaceae in
the biofilm than the deposited aggregates on the biofilm
outer surface (Fig. S8) suggested that a high N2O concentra‐
tion condition was unfavorable for anammox growth.

The phylum Chloroflexota coexisting with anammox
bacteria was detected at the periphery of the biomass,
surrounding anammox cell aggregates (Fig. 4). This spatial
arrangement did not appear to change with or without the
N2O supply, which is consistent with previous findings
(Wong et al., 2023). In addition, filamentous Chloroflexota
has been suggested to function as a junction for biomass
aggregates and degrade EPS secreted by anammox bacteria,
which are responsible for decomposing EPS to SMP availa‐
ble to other heterotrophic bacteria (Wong et al., 2023). Our
Anaerolineae MAG (bin 60) was also well annotated with
pathways (alpha-amylase and beta-glucosidase) involved in
the degradation of polysaccharide chains (Oshiki et al.,
2022a) (Fig. 5). Our FISH analysis also showed fluores‐
cence derived from neither Planctomycetota nor
Chloroflexota in the vicinity of Chloroflexota (Fig. 4), and
its spatial coordination was similar to that observed in a pre‐
vious study (Wong et al., 2023). Therefore, the preference
and availability of recalcitrant organic matter were deemed
necessary for elucidating the composition of the non-
anammox bacterial population. This unexplored population
may be one of the reasons why N2O-reducing bacteria with
faster N2O consumption rates were more dominant than
N2O-producing bacteria.

Although the phyla Gemmatimonadota and non-
anammox Planctomycetota were not predominant in the
microbial community, they were frequently detected taxa in
Reactor 1 (Fig. 5), suggesting their involvement in another
N2O sink. These phyla exhibit high transcription activities
of the nosZ gene in anammox processes (Park et al., 2017;
Suenaga et al., 2021). The higher coverage of MAGs
belonging to these strains in Reactor 1 suggested that the
physiological traits matched the environment in the MBfR
with external N2O supply, alluding to N2O reducers favora‐
ble in environments with high N2O concentrations. The
production of N2O during denitrification, often found in
anammox processes as a minor microbial reaction among
nitrogen transformation, may be attributed to a N2O produc‐
tion rate via the reduction of NO3

– and NO2
– to N2O, over‐

whelming the N2O consumption rate. A Gemmatimonadetes
MAG (bin 53), harboring narGHI and Clade II nosZ genes,
possessed the metabolic potentials of NO3

– and N2O reduc‐
tion (Fig. 5), potentially consuming N2O depending on N2O
concentrations according to the biokinetics in previous study
(Oshiki et al., 2022b). Moreover, non-anammox Planctomycetes
(bins 77 and 47) possessed two denitrification-related genes,
the napAB gene encoding nitrate reductase and the Clade II
nosZ gene (Fig. 5). When bacteria carry the nap and nos
genes, they preferentially use N2O as an electron acceptor
more than those with nar and nos genes (Gao et al., 2021;
Oba et al., 2022), suggesting that non-anammox planctomy‐
cetes harboring nosZ genes are preferential N2O sinks.

Theoretically, there has been a concern about the loss of
nitrogen removal performance due to reduced microbial
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Fig. 5. Pathway coverage of high quality (completeness ≥70%, contamination <5%) metagenome-assembled genomes. The dot indicates
metabolic pathway completeness calculated using the KEGG Decoder based on KEGG Orthology (KO) results assigned by DFAST, EggNOG
mapper, and KofamKOALA.
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activity caused by N2O, which has yet to be examined in
detail. Excessive N2O in Reactor 1 may react with cob(I)ala‐
min (vitamin B12) as previously reported (Drummond and
Matthews, 1994), thereby inhibiting the function of the
cobalamin-dependent enzyme (Shelton et al., 2019). The
N2O level in Reactor 1 (3.96 mg N L–1) exceeded the con‐
centration (>2.8 mg N L–1) at which N2O reacts with MetH
methionine synthase, the most widely used cobalamin-
dependent enzyme, thereby retarding the cell growth of P.
denitrificans (Sullivan et al., 2013). To ameliorate the inhib‐
ition of N2O, P. denitrificans and Dehalococcoides mccartyi
either activate vitamin B12-independent MetE methionine
synthase or maintain its activity by an endogenous and
exogenous vitamin B12 supply (Sullivan et al., 2013; Yin et
al., 2019). Bacteroidia and Anaerolineae (bins 79 and 60),
predominant taxa based on 16S rRNA gene amplicon
sequencing (Fig. 3), did not possess a metE gene encoding
vitamin B12-independent MetE methionine synthase (Fig.
5). Bacteria possessing only vitamin B12-dependent
enzymes may be disadvantageous for survival under exces‐
sive N2O conditions. Nevertheless, their abundance did not
decrease in the presence of excessive N2O in Reactor 1 (Fig.
3). The results of the FISH analysis also indicated that the
dominance of Chloroflexota was sustained (Fig. 4). There‐
fore, the anammox community in Reactor 1 appeared to
have a bypassing mechanism by which vitamin B12 was
relayed from its producers to acceptors. Further studies are
needed to elucidate the underlying mechanisms.

Previous studies reported that de novo cobamide biosyn‐
thesis consists of approximately 30 steps, which may be
broadly divided into the following steps: tetrapyrrole precur‐
sor biosynthesis, (aerobic/anaerobic) corrin ring biosynthe‐
sis and adenylation, and nucleotide loop assembly (Shelton
et al., 2019; Lu et al., 2020; Balabanova et al., 2021). Fur‐
thermore, among an anammox community, only Brocadia
sp. synthesizes cobalamin (Lawson et al., 2017; Keren
et al., 2020). In the present study, only anammox
Planctomycetes (bin 17) had complete de novo biosynthetic
pathways, which was consistent with previous findings.

The results obtained herein demonstrated that
Dehalococcoidia (bins 23 and 85) and Clostridia (bin 30)
carried a nucleotide loop assembly pathway following the
cobalamin precursor synthesis pathway. Some bacteria have
been shown to partially possess de novo cobalamin biosyn‐
thesis pathways (Shelton et al., 2019; Lu et al., 2020). As
shown in physiological studies (Schipp et al., 2013; Shelton
et al., 2019), some Dehalococcoidia and Clostridia synthe‐
size cobamides from salvaged precursors or change the
cobamide structure for their growth. The results of our met‐
agenomic analysis suggest that Clade II nosZ N2O-reducing
bacteria, such as Dehalococcoidia and Clostridia, retain
many genes associated with the cobalamin synthesis path‐
way. Putatively, they are prone to endogenously synthesize
cobalamin and/or exogenously receive cobalamin supplied
by Brocadia as a survival strategy. The present results imply
the strong contribution of anammox bacteria as a de novo
cobalamin producer to relay cobalamin to coexisting bacte‐
ria missing its production functions, thereby restricting bac‐
teria from cobalamin inhibition caused by N2O in the
anammox community.

Conclusion

In the present study, we operated MBfRs that were exter‐
nally supplied with N2O for 1200 days for the continuous
incubation of bacteria consuming N2O. We demonstrated the
long-term maintenance of a high abundance of Clade II
nosZ and an increased capacity for N2O consumption in the
community enriched by an exogenous N2O supply. On the
other hand, slight differences were attained in the dominant
taxa in the MBfRs with or without an external N2O supply,
which indicated that supplying N2O as an additional electron
acceptor did not necessarily result in the dominance of fast-
growing N2O-reducing bacteria. Therefore, other factors,
particularly electron donors, limited the growth rate of het‐
erotrophic N2O-reducing bacteria. Despite growth-limiting
conditions for N2O-reducing bacteria, the metagenomic ana‐
lysis revealed significant functions to acquire organic matter
and vitamins that serve as electron donors. Anaerolineae
and Ignavibacteria, regarded as parts of the core micro‐
biome and dominant in the MBfR supplied with N2O, have a
broad availability of organic matter and survive at high N2O
concentrations. Dehalococcoidia and Clostridia have partial
vitamin B12 production pathways, likely carrying a survival
strategy in excessive N2O environments. Moreover, we
found that non-anammox Planctomycetes appeared to con‐
tribute to N2O consumption despite their low abundance in
the anammox community. Since the concentration of N2O in
the MBfR system supplied with N2O was markedly higher
than that often observed in anammox reactors, there have
been concerns that the anammox community may lose its
activity due to the inhibition of N2O. Nevertheless, the N2O-
fed reactor operation underpinned the anammox community,
exerting a stable N2O sink at excessively high N2O concen‐
trations. Our in-depth analysis of microbial community
compositions and functions provide insights on the as-yet-
unknown functions of non-denitrifying Clade II nosZ bacte‐
ria. These ecophysiological descriptions will facilitate the
utilization of N2O-reducing bacteria inhabiting engineered
systems that emit N2O, such as anammox-based processes,
and may be expanded to agricultural fields requiring N2O
mitigation. The may lead to the development of counter‐
measures against N2O emissions, e.g., bioaugmentation by
inoculating biomasses enriching N2O reducers.
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cetes harboring nosZ genes are preferential N2O sinks.

Theoretically, there has been a concern about the loss of
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Fig. 5. Pathway coverage of high quality (completeness ≥70%, contamination <5%) metagenome-assembled genomes. The dot indicates
metabolic pathway completeness calculated using the KEGG Decoder based on KEGG Orthology (KO) results assigned by DFAST, EggNOG
mapper, and KofamKOALA.
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activity caused by N2O, which has yet to be examined in
detail. Excessive N2O in Reactor 1 may react with cob(I)ala‐
min (vitamin B12) as previously reported (Drummond and
Matthews, 1994), thereby inhibiting the function of the
cobalamin-dependent enzyme (Shelton et al., 2019). The
N2O level in Reactor 1 (3.96 mg N L–1) exceeded the con‐
centration (>2.8 mg N L–1) at which N2O reacts with MetH
methionine synthase, the most widely used cobalamin-
dependent enzyme, thereby retarding the cell growth of P.
denitrificans (Sullivan et al., 2013). To ameliorate the inhib‐
ition of N2O, P. denitrificans and Dehalococcoides mccartyi
either activate vitamin B12-independent MetE methionine
synthase or maintain its activity by an endogenous and
exogenous vitamin B12 supply (Sullivan et al., 2013; Yin et
al., 2019). Bacteroidia and Anaerolineae (bins 79 and 60),
predominant taxa based on 16S rRNA gene amplicon
sequencing (Fig. 3), did not possess a metE gene encoding
vitamin B12-independent MetE methionine synthase (Fig.
5). Bacteria possessing only vitamin B12-dependent
enzymes may be disadvantageous for survival under exces‐
sive N2O conditions. Nevertheless, their abundance did not
decrease in the presence of excessive N2O in Reactor 1 (Fig.
3). The results of the FISH analysis also indicated that the
dominance of Chloroflexota was sustained (Fig. 4). There‐
fore, the anammox community in Reactor 1 appeared to
have a bypassing mechanism by which vitamin B12 was
relayed from its producers to acceptors. Further studies are
needed to elucidate the underlying mechanisms.

Previous studies reported that de novo cobamide biosyn‐
thesis consists of approximately 30 steps, which may be
broadly divided into the following steps: tetrapyrrole precur‐
sor biosynthesis, (aerobic/anaerobic) corrin ring biosynthe‐
sis and adenylation, and nucleotide loop assembly (Shelton
et al., 2019; Lu et al., 2020; Balabanova et al., 2021). Fur‐
thermore, among an anammox community, only Brocadia
sp. synthesizes cobalamin (Lawson et al., 2017; Keren
et al., 2020). In the present study, only anammox
Planctomycetes (bin 17) had complete de novo biosynthetic
pathways, which was consistent with previous findings.

The results obtained herein demonstrated that
Dehalococcoidia (bins 23 and 85) and Clostridia (bin 30)
carried a nucleotide loop assembly pathway following the
cobalamin precursor synthesis pathway. Some bacteria have
been shown to partially possess de novo cobalamin biosyn‐
thesis pathways (Shelton et al., 2019; Lu et al., 2020). As
shown in physiological studies (Schipp et al., 2013; Shelton
et al., 2019), some Dehalococcoidia and Clostridia synthe‐
size cobamides from salvaged precursors or change the
cobamide structure for their growth. The results of our met‐
agenomic analysis suggest that Clade II nosZ N2O-reducing
bacteria, such as Dehalococcoidia and Clostridia, retain
many genes associated with the cobalamin synthesis path‐
way. Putatively, they are prone to endogenously synthesize
cobalamin and/or exogenously receive cobalamin supplied
by Brocadia as a survival strategy. The present results imply
the strong contribution of anammox bacteria as a de novo
cobalamin producer to relay cobalamin to coexisting bacte‐
ria missing its production functions, thereby restricting bac‐
teria from cobalamin inhibition caused by N2O in the
anammox community.

Conclusion

In the present study, we operated MBfRs that were exter‐
nally supplied with N2O for 1200 days for the continuous
incubation of bacteria consuming N2O. We demonstrated the
long-term maintenance of a high abundance of Clade II
nosZ and an increased capacity for N2O consumption in the
community enriched by an exogenous N2O supply. On the
other hand, slight differences were attained in the dominant
taxa in the MBfRs with or without an external N2O supply,
which indicated that supplying N2O as an additional electron
acceptor did not necessarily result in the dominance of fast-
growing N2O-reducing bacteria. Therefore, other factors,
particularly electron donors, limited the growth rate of het‐
erotrophic N2O-reducing bacteria. Despite growth-limiting
conditions for N2O-reducing bacteria, the metagenomic ana‐
lysis revealed significant functions to acquire organic matter
and vitamins that serve as electron donors. Anaerolineae
and Ignavibacteria, regarded as parts of the core micro‐
biome and dominant in the MBfR supplied with N2O, have a
broad availability of organic matter and survive at high N2O
concentrations. Dehalococcoidia and Clostridia have partial
vitamin B12 production pathways, likely carrying a survival
strategy in excessive N2O environments. Moreover, we
found that non-anammox Planctomycetes appeared to con‐
tribute to N2O consumption despite their low abundance in
the anammox community. Since the concentration of N2O in
the MBfR system supplied with N2O was markedly higher
than that often observed in anammox reactors, there have
been concerns that the anammox community may lose its
activity due to the inhibition of N2O. Nevertheless, the N2O-
fed reactor operation underpinned the anammox community,
exerting a stable N2O sink at excessively high N2O concen‐
trations. Our in-depth analysis of microbial community
compositions and functions provide insights on the as-yet-
unknown functions of non-denitrifying Clade II nosZ bacte‐
ria. These ecophysiological descriptions will facilitate the
utilization of N2O-reducing bacteria inhabiting engineered
systems that emit N2O, such as anammox-based processes,
and may be expanded to agricultural fields requiring N2O
mitigation. The may lead to the development of counter‐
measures against N2O emissions, e.g., bioaugmentation by
inoculating biomasses enriching N2O reducers.
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activity caused by N2O, which has yet to be examined in
detail. Excessive N2O in Reactor 1 may react with cob(I)ala‐
min (vitamin B12) as previously reported (Drummond and
Matthews, 1994), thereby inhibiting the function of the
cobalamin-dependent enzyme (Shelton et al., 2019). The
N2O level in Reactor 1 (3.96 mg N L–1) exceeded the con‐
centration (>2.8 mg N L–1) at which N2O reacts with MetH
methionine synthase, the most widely used cobalamin-
dependent enzyme, thereby retarding the cell growth of P.
denitrificans (Sullivan et al., 2013). To ameliorate the inhib‐
ition of N2O, P. denitrificans and Dehalococcoides mccartyi
either activate vitamin B12-independent MetE methionine
synthase or maintain its activity by an endogenous and
exogenous vitamin B12 supply (Sullivan et al., 2013; Yin et
al., 2019). Bacteroidia and Anaerolineae (bins 79 and 60),
predominant taxa based on 16S rRNA gene amplicon
sequencing (Fig. 3), did not possess a metE gene encoding
vitamin B12-independent MetE methionine synthase (Fig.
5). Bacteria possessing only vitamin B12-dependent
enzymes may be disadvantageous for survival under exces‐
sive N2O conditions. Nevertheless, their abundance did not
decrease in the presence of excessive N2O in Reactor 1 (Fig.
3). The results of the FISH analysis also indicated that the
dominance of Chloroflexota was sustained (Fig. 4). There‐
fore, the anammox community in Reactor 1 appeared to
have a bypassing mechanism by which vitamin B12 was
relayed from its producers to acceptors. Further studies are
needed to elucidate the underlying mechanisms.

Previous studies reported that de novo cobamide biosyn‐
thesis consists of approximately 30 steps, which may be
broadly divided into the following steps: tetrapyrrole precur‐
sor biosynthesis, (aerobic/anaerobic) corrin ring biosynthe‐
sis and adenylation, and nucleotide loop assembly (Shelton
et al., 2019; Lu et al., 2020; Balabanova et al., 2021). Fur‐
thermore, among an anammox community, only Brocadia
sp. synthesizes cobalamin (Lawson et al., 2017; Keren
et al., 2020). In the present study, only anammox
Planctomycetes (bin 17) had complete de novo biosynthetic
pathways, which was consistent with previous findings.

The results obtained herein demonstrated that
Dehalococcoidia (bins 23 and 85) and Clostridia (bin 30)
carried a nucleotide loop assembly pathway following the
cobalamin precursor synthesis pathway. Some bacteria have
been shown to partially possess de novo cobalamin biosyn‐
thesis pathways (Shelton et al., 2019; Lu et al., 2020). As
shown in physiological studies (Schipp et al., 2013; Shelton
et al., 2019), some Dehalococcoidia and Clostridia synthe‐
size cobamides from salvaged precursors or change the
cobamide structure for their growth. The results of our met‐
agenomic analysis suggest that Clade II nosZ N2O-reducing
bacteria, such as Dehalococcoidia and Clostridia, retain
many genes associated with the cobalamin synthesis path‐
way. Putatively, they are prone to endogenously synthesize
cobalamin and/or exogenously receive cobalamin supplied
by Brocadia as a survival strategy. The present results imply
the strong contribution of anammox bacteria as a de novo
cobalamin producer to relay cobalamin to coexisting bacte‐
ria missing its production functions, thereby restricting bac‐
teria from cobalamin inhibition caused by N2O in the
anammox community.

Conclusion

In the present study, we operated MBfRs that were exter‐
nally supplied with N2O for 1200 days for the continuous
incubation of bacteria consuming N2O. We demonstrated the
long-term maintenance of a high abundance of Clade II
nosZ and an increased capacity for N2O consumption in the
community enriched by an exogenous N2O supply. On the
other hand, slight differences were attained in the dominant
taxa in the MBfRs with or without an external N2O supply,
which indicated that supplying N2O as an additional electron
acceptor did not necessarily result in the dominance of fast-
growing N2O-reducing bacteria. Therefore, other factors,
particularly electron donors, limited the growth rate of het‐
erotrophic N2O-reducing bacteria. Despite growth-limiting
conditions for N2O-reducing bacteria, the metagenomic ana‐
lysis revealed significant functions to acquire organic matter
and vitamins that serve as electron donors. Anaerolineae
and Ignavibacteria, regarded as parts of the core micro‐
biome and dominant in the MBfR supplied with N2O, have a
broad availability of organic matter and survive at high N2O
concentrations. Dehalococcoidia and Clostridia have partial
vitamin B12 production pathways, likely carrying a survival
strategy in excessive N2O environments. Moreover, we
found that non-anammox Planctomycetes appeared to con‐
tribute to N2O consumption despite their low abundance in
the anammox community. Since the concentration of N2O in
the MBfR system supplied with N2O was markedly higher
than that often observed in anammox reactors, there have
been concerns that the anammox community may lose its
activity due to the inhibition of N2O. Nevertheless, the N2O-
fed reactor operation underpinned the anammox community,
exerting a stable N2O sink at excessively high N2O concen‐
trations. Our in-depth analysis of microbial community
compositions and functions provide insights on the as-yet-
unknown functions of non-denitrifying Clade II nosZ bacte‐
ria. These ecophysiological descriptions will facilitate the
utilization of N2O-reducing bacteria inhabiting engineered
systems that emit N2O, such as anammox-based processes,
and may be expanded to agricultural fields requiring N2O
mitigation. The may lead to the development of counter‐
measures against N2O emissions, e.g., bioaugmentation by
inoculating biomasses enriching N2O reducers.
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Diatoms are a major phytoplankton group responsible for approximately 20% of carbon fixation on Earth. They perform
photosynthesis using light-harvesting chlorophylls located in plastids, an organelle obtained through eukaryote-eukaryote
endosymbiosis. Microbial rhodopsin, a photoreceptor distinct from chlorophyll-based photosystems, was recently identified
in some diatoms. However, the physiological function of diatom rhodopsin remains unclear. Heterologous expression
techniques were herein used to investigate the protein function and subcellular localization of diatom rhodopsin. We
demonstrated that diatom rhodopsin acts as a light-driven proton pump and localizes primarily to the outermost membrane
of four membrane-bound complex plastids. Using model simulations, we also examined the effects of pH changes inside
the plastid due to rhodopsin-mediated proton transport on photosynthesis. The results obtained suggested the involvement of
rhodopsin-mediated local pH changes in a photosynthetic CO2-concentrating mechanism in rhodopsin-possessing diatoms.

Key words: microbial rhodopsins, diatom, marine microbiology, CO2-concentrating mechanism

Diatoms are unicellular, photosynthetic algae found
throughout aquatic environments and are responsible for up
to 20% of annual net global carbon fixation (Nelson et al.,
1995; Field et al., 1998). Since their contribution to primary
production in the ocean is significant, their light utilization
mechanisms are essential to correctly understand marine
ecosystems. Diatoms contain chlorophylls a and c and caro‐
tenoids, such as fucoxanthin, as photosynthetic pigments in
the plastids acquired by eukaryote-eukaryote endosymbiosis
(Keeling, 2004). Some diatoms have recently been shown to
contain microbial rhodopsin (henceforth rhodopsins), a
light-harvesting antenna distinct from the chlorophyll-
containing antenna for photosynthesis (Marchetti et al.,
2015). Although rhodopsin-mediated light-harvesting may
support the survival of these diatoms in marine environ‐
ments, the physiological role of rhodopsin in diatom cells
remains unclear.

Microbial rhodopsins are a large family of seven trans‐
membrane photoreceptor proteins (Spudich et al., 2000).
Rhodopsin has an all-trans retinal as the light-absorbing
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chromophore, and its protein function is triggered by the
light-induced isomerization of the retinal. The first micro‐
bial rhodopsin, the light-driven proton pump bacteriorho‐
dopsin (BR), was discovered in halophilic archaea
(Oesterhelt and Stoeckenius, 1971). Although rhodopsin
was initially considered to only occur in halophilic archaea
inhabiting hypersaline environments, subsequent studies
showed that the rhodopsin gene is widely distributed in all
three domains of life (Beja et al., 2000; Sineshchekov et al.,
2002). Rhodopsins are classified based on their functions
into light-driven ion pumps, light-activated signal transduc‐
ers, and light-gated ion channels. The two former functional
types of rhodopsin have so far been identified in prokaryotes
(Ernst et al., 2014). Rhodopsins in prokaryotes, regardless
of function, localize to the cell membrane in which they
operate. For example, proton-pumping rhodopsins export
protons from the cytosol across the cell membrane to con‐
vert light energy into a proton motive force (PMF)
(Yoshizawa et al., 2012). The PMF induced by rhodopsin
ion transport is utilized by various physiological functions,
such as ATP synthesis, substrate uptake, and flagellar move‐
ment.

Rhodopsins functioning as light-driven ion pumps and
light-gated ion channels have been reported in eukaryotic
microorganisms (Ernst et al., 2014; Kikuchi et al., 2021). A
light-gated ion channel called channelrhodopsin, which
localizes to the plasma membrane over the eyespot within
the chloroplast of green algae, has been extensively exam‐
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ined for its role in phototaxis (Nagel et al., 2002). The other
type of rhodopsin in eukaryotes, light-driven ion-pumping
rhodopsins has been detected in a number of organisms
belonging to both photoautotrophic and heterotrophic pro‐
tists (Slamovits et al., 2011; Marchetti et al., 2015). Since
the intracellular membrane structure of eukaryotic cells is
more complex than that of prokaryotes, containing various
organelles, even light-driven ion-pumping rhodopsins may
have distinct physiological roles depending on their subcel‐
lular localization (Slamovits et al., 2011). However, due to
the difficulties associated with identifying the exact locali‐
zation of rhodopsins in eukaryotic cells, their subcellular
localization remains unknown.

In the present study, to clarify the physiological function
of rhodopsin in a marine pennate diatom, we investigated
the phylogeny, protein function, spectroscopic characteris‐
tics, and subcellular localization of rhodopsin from a mem‐
ber of the genus Pseudo-nitzschia. Heterologous expression
techniques were used to analyze protein functions and spec‐
troscopic features. The expression of rhodopsin fused with a
green fluorescent protein, eGFP revealed its subcellular
localization in a model diatom (Phaeodactylum tricornutum).
Furthermore, a model-based analysis was performed to eval‐
uate the impact of the potential roles of rhodopsin in cellular
biology.

Materials and Methods

Rhodopsin sequences and phylogenetic analysis
The rhodopsin sequence of the diatom Pseudo-nitzschia granii

was previously reported (Marchetti et al., 2015). All other rhodop‐
sin sequences used in the phylogenetic analysis were collected
from the National Center for Biotechnology Information. Detailed
information on the strains used in this analysis is given in
Extended Data Fig. 1. Sequences were aligned using MAFFT ver‐
sion 7.453 with the options ‘—genafpair’ and ‘—maxiterate 1000’
(Katoh and Standley, 2013). The phylogenetic tree was inferred
using RAxML (v.8.2.12) with the ‘PROTGAMMALGF’ model
using 1,000 rapid bootstrap searches (Stamatakis, 2014). Model
selection was performed with the ProteinModelSelection.pl script
in the RAxML package.

The search for eukaryotic rhodopsins belonging to the Xantho‐
rhodopsin (XR)-like rhodopsin (XLR) clade was performed among
the protein sequences of the Marine Microbial Eukaryote Tran‐
scriptome Sequencing Project (MMETSP) (Keeling et al., 2014).
The phylogenetic placement of rhodopsin proteins from MMETSP
using pplacer (v1.1.alpha19) (Matsen et al., 2010) was conducted
on a prebuilt large-scale phylogenetic tree of rhodopsins and
extracted placements on the XLR clade using gappa (v0.6.0)
(Czech et al., 2020).

Gene preparation, protein expression, and ion transport
measurements of Escherichia coli cells

In the present study, a functional analysis of the rhodopsin pos‐
sessed by the diatom P. granii (named PngR, accession no.
AJA37445.1) was performed using a heterologous expression sys‐
tem. The full-length cDNA for PngR, the codons of which were
optimized for E. coli, were chemically synthesized by Eurofins
Genomics and inserted into the NdeI-XhoI site of the pET21a(+)
vector as previously described (Hasegawa et al., 2020). A hexa-
histidine-tag was fused at the C terminus of PngR, which was uti‐
lized for the purification of the expressed protein. The
heterologous protein expression method is the same as that previ‐
ously reported (Inoue et al., 2018). E. coli BL21(DE3) cells har‐

boring the cognate plasmid were grown at 37°C in LB medium
supplemented with ampicillin (final concentration of 50 μg mL–1).
Protein expression was induced at an optical density at 600 nm of
0.7–1.2 with 1 mM isopropyl β-d-1-thiogalactopyranoside (IPTG)
and 10 μM all-trans retinal, after which cells were incubated at
37°C for 3 h. The proton transport activity of PngR was measured
as light-induced pH changes in suspensions of E. coli cells as pre‐
viously described (Inoue et al., 2018). Briefly, cells expressing
PngR were washed more than three times in 150 mM NaCl and
then resuspended in the same solution for measurements. Each cell
suspension was placed in the dark for several min and then illumi‐
nated using a 300 W Xenon lamp (ca. 30 mW cm–2, MAX-303;
Asahi Spectra) through a >460 nm long-pass filter (Y48; HOYA)
for 3 min. Measurements were repeated under the same conditions
after the addition of the protonophore carbonyl cyanide m-
chlorophenylhydrazone (CCCP) (final concentration=10 μM).
Light-induced pH changes were monitored using a Horiba F-72 pH
meter. All measurements were conducted at 25°C using a thermo‐
stat (Eyela NCB-1200; Tokyo Rikakikai).

Purification of PngR from E. coli cells and spectroscopic
measurements of the purified protein

E. coli cells expressing PngR were disrupted by sonication for
30 min in ice-cold buffer containing 50 mM Tris–HCl (pH 7.0)
and 300 mM NaCl. The crude membrane fraction was collected
by ultracentrifugation (130,000×g at 4°C for 60 min) and solu‐
bilized with 1.0% (w/v) n-dodecyl-β-D-maltoside (DDM; DOJINDO
Laboratories). The solubilized fraction was purified by Ni2+

affinity column chromatography with a linear gradient of imidazole
as previously described (Kojima et al., 2020b). The purified pro‐
tein was concentrated by centrifugation using an Amicon Ultra
filter (30,000 Mw cut-off; Millipore). The sample medium was
then replaced with Buffer A (50 mM Tris–HCl, pH 7.0, 1 M NaCl,
and 0.05% [w/v] DDM) by ultrafiltration 3 times.

The absorption spectra of purified proteins were recorded using
a UV-2450 spectrophotometer (Shimadzu) at room temperature in
Buffer A. The retinal composition in PngR was analyzed by high-
performance liquid chromatography (HPLC) as previously descri‐
bed (Kojima et al., 2020a). Regarding dark adaptation, samples
were kept under dark conditions at 4°C for more than 72 h,
whereas those for light adaptation were illuminated for 3 min at
520±10 nm, with light power being adjusted to approximately
10 mW cm–2. The molar compositions of the retinal isomers were
calculated from the areas of the peaks in HPLC patterns monitored
at 360 nm using the extinction coefficients of retinal oxime iso‐
mers as previously described (Kojima et al., 2020a). In pH titration
experiments, samples were suspended in Buffer A. The pH values
of the samples were adjusted to the desired acidic values by the
addition of HCl, after which absorption spectra were measured at
each pH value. All measurements were conducted at room temper‐
ature (approximately 25°C) under room light. After these measure‐
ments, the reversibility of spectral changes was examined to
confirm that the sample was not denatured during measurements.
Absorption changes at specific wavelengths were plotted against
pH values and plots were fit to the Henderson–Hasselbalch equa‐
tion assuming a single pKa value as previously described (Inoue et
al., 2018).

The transient time-resolved absorption spectra of the purified
proteins from 380 to 700 nm at 5-nm intervals were obtained using
a homemade computer-controlled flash photolysis system equipped
with an Nd: YAG laser as an actinic light source. Using an optical
parametric oscillator, the wavelength of the actinic pulse was tuned
at 510 nm for PngR. Pulse intensity was adjusted to 2 mJ per pulse.
All data were averaged to improve the signal-to-noise ratio (n=30).
All measurements were conducted at 25°C. In these experiments,
samples were suspended in Buffer A. After measurements, the
reproducibility of data was checked to confirm that the sample was
not denatured during measurements. To investigate proton uptake
and release during the photocycle, we used the pH indicator pyra‐
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Diatoms are a major phytoplankton group responsible for approximately 20% of carbon fixation on Earth. They perform
photosynthesis using light-harvesting chlorophylls located in plastids, an organelle obtained through eukaryote-eukaryote
endosymbiosis. Microbial rhodopsin, a photoreceptor distinct from chlorophyll-based photosystems, was recently identified
in some diatoms. However, the physiological function of diatom rhodopsin remains unclear. Heterologous expression
techniques were herein used to investigate the protein function and subcellular localization of diatom rhodopsin. We
demonstrated that diatom rhodopsin acts as a light-driven proton pump and localizes primarily to the outermost membrane
of four membrane-bound complex plastids. Using model simulations, we also examined the effects of pH changes inside
the plastid due to rhodopsin-mediated proton transport on photosynthesis. The results obtained suggested the involvement of
rhodopsin-mediated local pH changes in a photosynthetic CO2-concentrating mechanism in rhodopsin-possessing diatoms.
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Diatoms are unicellular, photosynthetic algae found
throughout aquatic environments and are responsible for up
to 20% of annual net global carbon fixation (Nelson et al.,
1995; Field et al., 1998). Since their contribution to primary
production in the ocean is significant, their light utilization
mechanisms are essential to correctly understand marine
ecosystems. Diatoms contain chlorophylls a and c and caro‐
tenoids, such as fucoxanthin, as photosynthetic pigments in
the plastids acquired by eukaryote-eukaryote endosymbiosis
(Keeling, 2004). Some diatoms have recently been shown to
contain microbial rhodopsin (henceforth rhodopsins), a
light-harvesting antenna distinct from the chlorophyll-
containing antenna for photosynthesis (Marchetti et al.,
2015). Although rhodopsin-mediated light-harvesting may
support the survival of these diatoms in marine environ‐
ments, the physiological role of rhodopsin in diatom cells
remains unclear.

Microbial rhodopsins are a large family of seven trans‐
membrane photoreceptor proteins (Spudich et al., 2000).
Rhodopsin has an all-trans retinal as the light-absorbing
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chromophore, and its protein function is triggered by the
light-induced isomerization of the retinal. The first micro‐
bial rhodopsin, the light-driven proton pump bacteriorho‐
dopsin (BR), was discovered in halophilic archaea
(Oesterhelt and Stoeckenius, 1971). Although rhodopsin
was initially considered to only occur in halophilic archaea
inhabiting hypersaline environments, subsequent studies
showed that the rhodopsin gene is widely distributed in all
three domains of life (Beja et al., 2000; Sineshchekov et al.,
2002). Rhodopsins are classified based on their functions
into light-driven ion pumps, light-activated signal transduc‐
ers, and light-gated ion channels. The two former functional
types of rhodopsin have so far been identified in prokaryotes
(Ernst et al., 2014). Rhodopsins in prokaryotes, regardless
of function, localize to the cell membrane in which they
operate. For example, proton-pumping rhodopsins export
protons from the cytosol across the cell membrane to con‐
vert light energy into a proton motive force (PMF)
(Yoshizawa et al., 2012). The PMF induced by rhodopsin
ion transport is utilized by various physiological functions,
such as ATP synthesis, substrate uptake, and flagellar move‐
ment.

Rhodopsins functioning as light-driven ion pumps and
light-gated ion channels have been reported in eukaryotic
microorganisms (Ernst et al., 2014; Kikuchi et al., 2021). A
light-gated ion channel called channelrhodopsin, which
localizes to the plasma membrane over the eyespot within
the chloroplast of green algae, has been extensively exam‐
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nine (final concentration=100 μM; Tokyo Chemical Industry),
which has been extensively used to monitor light-induced pH
changes in various rhodopsins. pH changes in the bulk environ‐
ment were measured as the absorption changes of pyranine at
450 nm. The absorption changes of pyranine were obtained by sub‐
tracting the absorption changes of samples without pyranine from
those of samples with pyranine. Experiments using pyranine were
performed in an unbuffered solution containing 1 M NaCl and
0.05% (w/v) DDM (pH 7.0) to enhance signals. The results of
1,000 traces were averaged to improve the signal-to-noise ratio.

Subcellular localization of PngR in the model diatom
The PngR:eGFP recombinant gene, coding the full length of

PngR C-terminally tagged with eGFP, was cloned into the expres‐
sion vector for the model diatom P. tricornutum, pPha-NR (Stork
et al., 2012), by CloneEZ (GenScript) according to the manufactur‐
er’s instructions. The plasmid was electroporated into cells of P.
tricornutum UTEX642 with the NEPA21 Super Electroporator
(NEPAGENE), and transformed cells were selected with a Zeocin-
based antibiotic treatment as previously described (Miyahara et al.,
2013; Dorrell et al., 2019). Selected clones were observed under an
Olympus BX51 fluorescent microscope (Olympus) equipped with
an Olympus DP72 CCD color camera (Olympus). The nucleus
stained with DAPI and chlorophyll autofluorescence from the plas‐
tid were observed with a 420-nm filter at 330 to 385 nm excitation.
GFP fluorescence was detected with a 510- to 550-nm filter at 470
to 495 nm excitation.

Quantitative model of C concentrations in a diatom: Cell Flux
Model of C Concentration (CFM-CC)

Membrane transport model. We combined the membrane trans‐
port of CO2 and C fixation. Parameter definitions, units, and values
are provided in Supporting Information Table S1 and S2, respec‐
tively. The key model equation is the balance of the concentration
of CO2 in the cytosol, [CO2]p:
d CO2 p

dt = D CO2 m − CO2 p − V Cfix [eq. 1]

where t is time, D is the diffusion coefficient, and [CO2]m is the
concentration of CO2 in the inner side of the outermost membrane
of the plastid (hereafter “the middle space”). The first term repre‐
sents the diffusion of CO2 from the middle space to the cytosol,
while the second term VCfix represents the C fixation rate following
Michaelis–Menten kinetics (Berg et al., 2010; Hopkinson, 2014):

V Cfix = V max
CO2 p

CO2 p + K  [eq. 2]

where Vmax is the maximum CO2 fixation rate and K is the half
saturation constant. [CO2]m is obtained based on the carbonate
chemistry in the middle space (see below). Under the steady state,
[eq. 1] with [eq. 2] becomes the following quadratic relationship
for [CO2]p:

CO2 p
2 +

V max
D + K − CO2 m CO2 p − K CO2 m = 0 [eq. 3]

Solving this equation for CO2 p
2 leads to:

CO2 p
 
 
=

−
V max

D + K − CO2 m +
V max

D + K − CO2 m
2

+ 4K
2

 [eq. 4]
Note that the other solution for the negative route is unrealistic
because it may lead to the overall negative value of [CO2]p. Once
we obtain [CO2]p, we may then calculate the rate of C fixation VCfix
with [eq. 2].

Furthermore, from [eq. 4], we obtain two extreme solutions. In
the case of Vmax≪D (i.e., when the CO2 uptake capacity is small

relative to the speed of CO2 diffusion), [eq. 4] leads to
CO2 p    CO2 m [eq. 5]

With this relationship and [eq. 2], VCfix is computed as follows:

V Cfix   V max
CO2 m

CO2 m + K  [eq. 6]

In contrast, when Vmax≫D (i.e., when the CO2 uptake capacity is
high relative to the CO2 diffusion across the membrane), [eq. 4]
becomes
CO2 p   0 [eq. 7]

Under the steady state, [eq. 1] becomes
V Cfix = D CO2 m − CO2 p  [eq. 8]
and plugging [eq. 7] into [eq. 8] leads to
V Cfix   D CO2 m [eq. 9]
and VCfix is calculated. We note that [CO2]p>[CO2]m may occur
when there are membrane-bound transporters for HCO3

– located on
each membrane between the middle space and plastid (Hopkinson,
2014). However, such a set of transporters has not yet been discov‐
ered (Matsuda et al., 2017). Therefore, our model conforms with
the current state of knowledge. Even if [CO2]p>[CO2]m, moderately
decreased pHm and, thus, increased [CO2]m may be useful since
they may reduce the gradient of CO2 across membranes (i.e.,
[CO2]p vs [CO2]m), thereby mitigating the diffusive loss of CO2
from the plastid.

Carbonate chemistry in the middle space. The above equations
may be solved once we obtain [CO2]m. The model uses a given
DIC (dissolved inorganic C) concentration in the middle space
[DIC]m to calculate [CO2]m following the established equations for
carbon chemistry (Emerson and Hedges, 2008).

CO2 m =
DIC m

1 +
K1

H+
m

+
K1K2

H+
m
2

 [eq. 10]

where [H+]m is the concentration of H+ (10–pH mol L–1) in the mid‐
dle space and K1 and K2 are temperature- and salinity-dependent
parameters (Lueker et al., 2000; Emerson and Hedges, 2008):
K1 = 10−pK1 [eq. 11]
K2 = 10−pK2 [eq. 12]
where

pK1 = 3633.86
T − 61.2172 + 9.6777ln T

 
 −0.011555S + 0.0001152S2 [eq. 13]

pK2 = 471.78
T + 25.9290 − 3.16967ln T

 
 −0.01781S + 0.0001122S2 [eq. 14]

Code availability
The code for CFM-CC is freely available from GitHub/Zenodo

at https://zenodo.org/record/5182712 (DOI: 10.5281/zenodo.5182712).

Results and Discussion

Rhodopsin sequences and phylogenetic analysis
We performed a phylogenetic analysis using the rhodop‐

sin (named PngR, accession no. AJA37445.1) of the diatom
P. granii and microbial rhodopsin sequences reported to date
(Marchetti et al., 2015). This phylogenetic tree revealed that
PngR is not included in the proteorhodopsin (PR) clade
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commonly found in oceanic organisms, but belongs to the
Xanthorhodopsin (XR)-like rhodopsin (XLR) clade, which
is presumed to have an outward proton transporting function
(Fig. 1 and Extended Data Fig. 1). A comparison of the
motif sequences necessary for ion transport showed that the
amino acids in the putative proton donor and acceptor sites
of XR and PR were conserved in PngR, suggesting that
PngR functions as an outward proton pump (Extended Data
Fig. 2). Furthermore, the homology search for rhodopsin
sequences in the XLR clade from Marine Microbial Eukar‐
yote Transcriptome Sequencing Project (MMETSP)
revealed that not only diatoms (Ochrophyta, Stramenopiles),
but also dinoflagellates (Dinophyceae, Alveolata) and hap‐
tophytes have rhodopsin genes in the same XLR clade (Sup‐
porting Information Table S3). These results indicate that
rhodopsins of the XLR clade are widely distributed among
the major phytoplankton groups, which are important pri‐
mary producers in the ocean.

Function and spectroscopic features of diatom rhodopsin
To characterize the function of PngR, we heterologously

expressed the synthesized rhodopsin gene in E. coli cells. A
light-induced decrease in pH was observed in the suspen‐
sion of E. coli cells expressing PngR, and this reduction was
almost completely abolished in the presence of the protono‐

phore carbonyl cyanide m-chlorophenylhydrazone (CCCP)
(Fig. 2A). The pH changes observed clearly showed that
PngR exported protons from the cytoplasmic side across the
cell membrane.

We then examined the spectroscopic characteristics of
PngR using the recombinant protein purified from E. coli.
The absorption maximum of PngR was located at 511 nm
(Fig. 2B), which was markedly shorter than those of XR
(565 nm) and GR (Gloeobacter rhodopsin 541 nm) in the
XLR clade (Balashov et al., 2005). It is important to note
that while P. granii is a marine species, XR and GR are both
distributed in terrestrial organisms. Therefore, the present
results are consistent with the shorter wavelength of the
absorption maximum of rhodopsin in marine environments
than in the terrestrial environment (Man et al., 2003),
indicating that PngR is well adapted to light conditions in
the ocean, particularly the open ocean.

We then examined the retinal configuration in PngR by
HPLC. In light- and dark-adapted samples, the isomeric
state of retinal was predominantly all-trans (Extended Data
Fig. 3), which was similar to the isomeric state of retinal in
prokaryotic GR in the XLR clade, but different from that in
BR (Miranda et al., 2009). Since the pKa value of the proton
acceptor residue (Asp85 in BR) is an indicator of the effi‐
ciency of proton transport by rhodopsin, we estimated the
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Fig. 1. Phylogenetic position of diatom rhodopsin. A maximum likelihood tree of the amino acid sequences of microbial rhodopsins. Diatom
rhodopsin (PngR) is indicated by a red circle and bootstrap probabilities (≥50%) by black and white circles. Green branches indicate eukaryotic
rhodopsins used in this analysis, while black branches indicate others. Rhodopsin clades are as follows: Xanthorhodopsin-like rhodopsin (XLR),
Cl–-pumping rhodopsin (ClR), Na+-pumping rhodopsin (NaR), proteorhodopsin (PR), xenorhodopsin (XeR), DTG-motif rhodopsin, sensory
rhodopsin-I and sensory rhodopsin-II (SR), bacteriorhodopsin (BR), halorhodopsin (HR), cyanobacterial halorhodopsin (CyHR), and
cyanorhodopsin (CyR).
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nine (final concentration=100 μM; Tokyo Chemical Industry),
which has been extensively used to monitor light-induced pH
changes in various rhodopsins. pH changes in the bulk environ‐
ment were measured as the absorption changes of pyranine at
450 nm. The absorption changes of pyranine were obtained by sub‐
tracting the absorption changes of samples without pyranine from
those of samples with pyranine. Experiments using pyranine were
performed in an unbuffered solution containing 1 M NaCl and
0.05% (w/v) DDM (pH 7.0) to enhance signals. The results of
1,000 traces were averaged to improve the signal-to-noise ratio.

Subcellular localization of PngR in the model diatom
The PngR:eGFP recombinant gene, coding the full length of

PngR C-terminally tagged with eGFP, was cloned into the expres‐
sion vector for the model diatom P. tricornutum, pPha-NR (Stork
et al., 2012), by CloneEZ (GenScript) according to the manufactur‐
er’s instructions. The plasmid was electroporated into cells of P.
tricornutum UTEX642 with the NEPA21 Super Electroporator
(NEPAGENE), and transformed cells were selected with a Zeocin-
based antibiotic treatment as previously described (Miyahara et al.,
2013; Dorrell et al., 2019). Selected clones were observed under an
Olympus BX51 fluorescent microscope (Olympus) equipped with
an Olympus DP72 CCD color camera (Olympus). The nucleus
stained with DAPI and chlorophyll autofluorescence from the plas‐
tid were observed with a 420-nm filter at 330 to 385 nm excitation.
GFP fluorescence was detected with a 510- to 550-nm filter at 470
to 495 nm excitation.

Quantitative model of C concentrations in a diatom: Cell Flux
Model of C Concentration (CFM-CC)

Membrane transport model. We combined the membrane trans‐
port of CO2 and C fixation. Parameter definitions, units, and values
are provided in Supporting Information Table S1 and S2, respec‐
tively. The key model equation is the balance of the concentration
of CO2 in the cytosol, [CO2]p:
d CO2 p

dt = D CO2 m − CO2 p − V Cfix [eq. 1]

where t is time, D is the diffusion coefficient, and [CO2]m is the
concentration of CO2 in the inner side of the outermost membrane
of the plastid (hereafter “the middle space”). The first term repre‐
sents the diffusion of CO2 from the middle space to the cytosol,
while the second term VCfix represents the C fixation rate following
Michaelis–Menten kinetics (Berg et al., 2010; Hopkinson, 2014):

V Cfix = V max
CO2 p

CO2 p + K  [eq. 2]

where Vmax is the maximum CO2 fixation rate and K is the half
saturation constant. [CO2]m is obtained based on the carbonate
chemistry in the middle space (see below). Under the steady state,
[eq. 1] with [eq. 2] becomes the following quadratic relationship
for [CO2]p:

CO2 p
2 +

V max
D + K − CO2 m CO2 p − K CO2 m = 0 [eq. 3]

Solving this equation for CO2 p
2 leads to:

CO2 p
 
 
=

−
V max

D + K − CO2 m +
V max

D + K − CO2 m
2

+ 4K
2

 [eq. 4]
Note that the other solution for the negative route is unrealistic
because it may lead to the overall negative value of [CO2]p. Once
we obtain [CO2]p, we may then calculate the rate of C fixation VCfix
with [eq. 2].

Furthermore, from [eq. 4], we obtain two extreme solutions. In
the case of Vmax≪D (i.e., when the CO2 uptake capacity is small

relative to the speed of CO2 diffusion), [eq. 4] leads to
CO2 p    CO2 m [eq. 5]

With this relationship and [eq. 2], VCfix is computed as follows:

V Cfix   V max
CO2 m

CO2 m + K  [eq. 6]

In contrast, when Vmax≫D (i.e., when the CO2 uptake capacity is
high relative to the CO2 diffusion across the membrane), [eq. 4]
becomes
CO2 p   0 [eq. 7]

Under the steady state, [eq. 1] becomes
V Cfix = D CO2 m − CO2 p  [eq. 8]
and plugging [eq. 7] into [eq. 8] leads to
V Cfix   D CO2 m [eq. 9]
and VCfix is calculated. We note that [CO2]p>[CO2]m may occur
when there are membrane-bound transporters for HCO3

– located on
each membrane between the middle space and plastid (Hopkinson,
2014). However, such a set of transporters has not yet been discov‐
ered (Matsuda et al., 2017). Therefore, our model conforms with
the current state of knowledge. Even if [CO2]p>[CO2]m, moderately
decreased pHm and, thus, increased [CO2]m may be useful since
they may reduce the gradient of CO2 across membranes (i.e.,
[CO2]p vs [CO2]m), thereby mitigating the diffusive loss of CO2
from the plastid.

Carbonate chemistry in the middle space. The above equations
may be solved once we obtain [CO2]m. The model uses a given
DIC (dissolved inorganic C) concentration in the middle space
[DIC]m to calculate [CO2]m following the established equations for
carbon chemistry (Emerson and Hedges, 2008).

CO2 m =
DIC m

1 +
K1

H+
m

+
K1K2

H+
m
2

 [eq. 10]

where [H+]m is the concentration of H+ (10–pH mol L–1) in the mid‐
dle space and K1 and K2 are temperature- and salinity-dependent
parameters (Lueker et al., 2000; Emerson and Hedges, 2008):
K1 = 10−pK1 [eq. 11]
K2 = 10−pK2 [eq. 12]
where

pK1 = 3633.86
T − 61.2172 + 9.6777ln T

 
 −0.011555S + 0.0001152S2 [eq. 13]

pK2 = 471.78
T + 25.9290 − 3.16967ln T

 
 −0.01781S + 0.0001122S2 [eq. 14]

Code availability
The code for CFM-CC is freely available from GitHub/Zenodo

at https://zenodo.org/record/5182712 (DOI: 10.5281/zenodo.5182712).

Results and Discussion

Rhodopsin sequences and phylogenetic analysis
We performed a phylogenetic analysis using the rhodop‐

sin (named PngR, accession no. AJA37445.1) of the diatom
P. granii and microbial rhodopsin sequences reported to date
(Marchetti et al., 2015). This phylogenetic tree revealed that
PngR is not included in the proteorhodopsin (PR) clade
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pKa values of the putative proton acceptor in PngR (Asp91)
by a pH titration experiment (Extended Data Fig. 4). This
experiment estimated that the pKa of this residue acceptor
was approximately 5.0, indicating that the proton acceptor
of PngR works well in marine and intracellular environ‐
ments. Furthermore, the photochemical reactions that pro‐
ceed behind the ion-transportation mechanism of PngR were
examined by a flash photolysis analysis (Extended Data Fig.
5). All photocycles required for ion transportation in PngR
were completed in approximately 300 ms, suggesting that
the cycle was sufficiently fast to pump protons in a physio‐
logically significant time scale. The results and a discussion
of the flash photolysis analysis are described in the supple‐
mentary information.

Subcellular localization of PngR in a model diatom
The PngR sequence bears neither an apparent N-terminal

extension nor a detectable N-terminal signal peptide, and,
thus, in silico analyses are unable to predict the subcellular
localization of PngR. To identify the subcellular localization
of PngR, a C-terminal eGFP-fusion PngR was expressed in
the model diatom P. tricornutum, which may be transformed
by electroporation and is often used in a heterologous
expression analysis (Nakajima et al., 2013; Dorrell et al.,
2019). The transformed P. tricornutum cell was examined
under differential interface contrast and epifluorescent

microscopes (Fig. 3A). We observed the fluorescence of
GFP, DAPI, and chlorophylls to establish the localization of
recombinant PngR:eGFP, the nucleus, and chloroplast,
respectively, in multiple cells (Extended Data Fig. 6 and 7).
The fluorescence signal of the PngR:eGFP transformant
appeared to localize at the periphery of chlorophyll fluores‐
cence and DAPI signals, corresponding to the outermost
plastid membrane, called the chloroplast endoplasmic retic‐
ulum membrane (CERM), which is physically connected to
the nuclear membrane (Fig. 3A). A few cells also exhibited
GFP signals within vacuolar membranes in addition to
CERM (Extended Data Fig. 7). The insertion of the com‐
plete sequence of the PngR:eGFP gene in transformant
DNA was confirmed by PCR followed by Sanger sequencing.

Based on the results of the heterologous expression
experiment and microscopic observations, we concluded
that PngRs primarily localized to the outermost membrane
of the plastid. However, fluorescence signals were also
observed to a lesser extent in the vacuolar membrane,
suggesting the involvement of other factors, such as cell
growth conditions, in their localization. These results imply
that light-driven proton transport by PngR acidifies or alkal‐
izes the inner region of CERM (Fig. 3B). Therefore, the
physiological role of pH changes in this region in diatoms
warrants further study. The electrochemical gradient formed
by rhodopsin may be a driving force for various secondary
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Fig. 2. Light-induced pH changes and absorption spectrum of PngR. (A) Outward proton pump activity of PngR in E. coli cells. Light-induced
pH changes in solutions containing E. coli cells with the expression plasmid for PngR (upper panel) and the empty vector pET21a (lower panel) in
the presence (red dashed line) or absence (red solid line) of CCCP. The white-filled region indicates the period of illumination. (B) Absorption
spectrum of purified PngR in Buffer A (50 mM Tris–HCl, pH 7.0, 1 M NaCl, and 0.05% [w/v] DDM).
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Fig. 3. Subcellular localization of rhodopsins in diatom cells. (A) A transformed diatom cell was observed with differential interface contrast
(DIC) (Upper left). Green fluorescence from recombinant PngR (GFP) (Upper right). Nuclear DNA stained with DAPI and chlorophyll
autofluorescence (DAPI + Chl) and a merged image (Merge) are shown in the bottom left and bottom right, respectively. The scale bar indicates
5 μm. (B) A mode for the subcellular localization of PngR. The proton transport of PngR acidifies or alkalizes the region (the middle space)
surrounded by the membrane of CERM and PPM. Abbreviations are as follows: cytosol (Cyt), nucleus (Nuc), plastid (PL), chloroplast
endoplasmic reticulum membrane (CERM), periplastidial membrane (PPM), outer plastid envelope membrane (oEM), and internal plastid
envelope membrane (iEM).
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transport processes. Alternatively, based on the primary pur‐
pose of plastids, local pH changes may be related to photo‐
synthesis. The pH in this region is considered to be
important for the transport of inorganic carbon (Ci) to
ribulose-1,5-bisphosphate carboxylase/oxygenase (RuBisCO)
(Gee and Niyogi, 2017). This is because in the carbonate
system, pH affects the proportion of carbonate species (CO2,
HCO3

–, and CO3
2–) in water.

Under weakly alkaline conditions in the ocean, the major‐
ity of dissolved inorganic carbon (DIC) is generally present
in the form of HCO3

–, with only approximately 1% being
present in the form of CO2. However, RuBisCO localized in
the stroma only reacts with Ci in the form of CO2, not
HCO3

–. The RuBisCO enzyme in diatoms exhibits low
affinity even for CO2 (Km of 25~68 μM, while CO2aq in the
ocean is approximately 10 μM at 25°C) and, thus, requires
concentrated CO2 for efficient fixation at the site of
RuBisCO. In other words, the ocean is always a CO2-limited
environment for most phytoplankton (Riebesell et al.,
1993). Consequently, due to the membrane impermeability
of HCO3

–, phytoplankton have developed a number of CO2-
concentrating mechanisms (CCM) to efficiently transport Ci
to the site of RuBisCO by placing HCO3

– transporters in
appropriate membranes and carbonic anhydrase (CA) in
these compartments, the latter of which catalyzes the rapid
interconversion between HCO3

– and CO2. However, since
difficulties are associated with directly examining pH

changes and the forms of Ci of the small compartment in
eukaryotic microbial organelles, a model simulation is a
powerful alternative approach (Hopkinson et al., 2011). In
the present study, we used a model simulation to investigate
whether rhodopsin-mediated pH changes in this region were
involved in CCM.

A quantitative model of carbon concentrations in diatoms:
CFM-CC

Our subcellular localization analysis suggested that pro‐
ton transport by rhodopsin acidified or alkalized the inner
side of the outermost membrane of the plastid (the middle
space). To quantitatively examine the effects of pH in the
middle space on C fixation, we developed a simple quantita‐
tive model of carbonate chemistry combined with mem‐
brane transport and C fixation (CFM-CC: Cell Flux Model
of C Concentration) (Fig. 4 upper panel). A comprehensive
model of the concentration of CO2 within diatoms was
developed (Hopkinson et al., 2011; Hopkinson, 2014).
CFM-CC uses a conceptually similar structure to this model,
focusing on more specific membrane layers, designed to test
the effects of pH changes in the middle space.

Our model results showed that the concentrations of CO2
in the middle space ([CO2]m) were strongly dependent on pH
(pHm), suggesting that proton pumping by rhodopsin
affected C fixation (Fig. 4 bottom panel). The calculation of
C chemistry in the middle space revealed that a decrease in
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Fig. 4. A quantitative model of the concentration of carbon in diatoms. (Upper panel) Schematic of a Cell Flux Model of C Concentration (CFM-
CC). The left panel represents the actual cell, while the right panel represents the model. Solid arrows show the net flux of C and the dashed arrow
indicates the effects of pH. (Bottom panel) The effects of pH in the middle space on CO2 concentrations and the photosynthesis rate. (A) CO2
concentrations in the middle space [CO2]m. (B) CO2 concentrations in the plastid [CO2]p. (C) The C fixation rate relative to that with pH in the
middle space of 7.59, the only mean value we found for intracellular pH in a diatom (Burns and Beardall, 1987). (B) and (C) are plotted for
various Vmax/D. The solution for [CO2]m in (A) is independent of Vmax/D.

Yoshizawa et al.

6 / 8 Article ME23015

pKa values of the putative proton acceptor in PngR (Asp91)
by a pH titration experiment (Extended Data Fig. 4). This
experiment estimated that the pKa of this residue acceptor
was approximately 5.0, indicating that the proton acceptor
of PngR works well in marine and intracellular environ‐
ments. Furthermore, the photochemical reactions that pro‐
ceed behind the ion-transportation mechanism of PngR were
examined by a flash photolysis analysis (Extended Data Fig.
5). All photocycles required for ion transportation in PngR
were completed in approximately 300 ms, suggesting that
the cycle was sufficiently fast to pump protons in a physio‐
logically significant time scale. The results and a discussion
of the flash photolysis analysis are described in the supple‐
mentary information.

Subcellular localization of PngR in a model diatom
The PngR sequence bears neither an apparent N-terminal

extension nor a detectable N-terminal signal peptide, and,
thus, in silico analyses are unable to predict the subcellular
localization of PngR. To identify the subcellular localization
of PngR, a C-terminal eGFP-fusion PngR was expressed in
the model diatom P. tricornutum, which may be transformed
by electroporation and is often used in a heterologous
expression analysis (Nakajima et al., 2013; Dorrell et al.,
2019). The transformed P. tricornutum cell was examined
under differential interface contrast and epifluorescent

microscopes (Fig. 3A). We observed the fluorescence of
GFP, DAPI, and chlorophylls to establish the localization of
recombinant PngR:eGFP, the nucleus, and chloroplast,
respectively, in multiple cells (Extended Data Fig. 6 and 7).
The fluorescence signal of the PngR:eGFP transformant
appeared to localize at the periphery of chlorophyll fluores‐
cence and DAPI signals, corresponding to the outermost
plastid membrane, called the chloroplast endoplasmic retic‐
ulum membrane (CERM), which is physically connected to
the nuclear membrane (Fig. 3A). A few cells also exhibited
GFP signals within vacuolar membranes in addition to
CERM (Extended Data Fig. 7). The insertion of the com‐
plete sequence of the PngR:eGFP gene in transformant
DNA was confirmed by PCR followed by Sanger sequencing.

Based on the results of the heterologous expression
experiment and microscopic observations, we concluded
that PngRs primarily localized to the outermost membrane
of the plastid. However, fluorescence signals were also
observed to a lesser extent in the vacuolar membrane,
suggesting the involvement of other factors, such as cell
growth conditions, in their localization. These results imply
that light-driven proton transport by PngR acidifies or alkal‐
izes the inner region of CERM (Fig. 3B). Therefore, the
physiological role of pH changes in this region in diatoms
warrants further study. The electrochemical gradient formed
by rhodopsin may be a driving force for various secondary
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Fig. 2. Light-induced pH changes and absorption spectrum of PngR. (A) Outward proton pump activity of PngR in E. coli cells. Light-induced
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DIC GFP

DAPI + Chl Merge

CERM

PPM
oEM
iEM

H+ pumping 
Rhodopsin

Nuc

PL

Cyt

LightA B

Fig. 3. Subcellular localization of rhodopsins in diatom cells. (A) A transformed diatom cell was observed with differential interface contrast
(DIC) (Upper left). Green fluorescence from recombinant PngR (GFP) (Upper right). Nuclear DNA stained with DAPI and chlorophyll
autofluorescence (DAPI + Chl) and a merged image (Merge) are shown in the bottom left and bottom right, respectively. The scale bar indicates
5 μm. (B) A mode for the subcellular localization of PngR. The proton transport of PngR acidifies or alkalizes the region (the middle space)
surrounded by the membrane of CERM and PPM. Abbreviations are as follows: cytosol (Cyt), nucleus (Nuc), plastid (PL), chloroplast
endoplasmic reticulum membrane (CERM), periplastidial membrane (PPM), outer plastid envelope membrane (oEM), and internal plastid
envelope membrane (iEM).
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pHm favored higher [CO2]m at a given DIC concentration
(Fig. 4A) (we used 993 μmol L–1 [Burns and Beardall,
1987]). We noted that the potential leaking of CO2 into the
cytosol may change DIC in the middle space, but used a
constant DIC value because this effect has not been experi‐
mentally demonstrated and is difficult to quantify due to
unknown factors (e.g., the balance of DIC uptake and CO2
leaking). At the reference point (we used pHm=7.59 [Burns
and Beardall, 1987]), [CO2]m was 17 μmol L–1, but increased
to 64, 410, and 870 μmol L–1 for pHm values of 7, 6, and 5,
respectively (Fig. 4A).

Due to increased [CO2]m, the concentration of CO2 in the
plastid ([CO2]p) also increased with lower pHm; however,
the level of this increase was dependent on Vmax/D (the ratio
of the maximum C fixation rate to the diffusion constant)
(Fig. 4B). When Vmax/D was small, the diffusion of CO2
from the middle space to the plastid dominated the change,
resulting in [CO2]p similar to [CO2]m. In contrast, when
Vmax/D was large, CO2 uptake dominated, and the effect of
[CO2]m on [CO2]p was small.

The rate of C fixation increased with lower pHm because
increased [CO2]m accelerated the transport of CO2 into the
plastid (Fig. 4C). However, the magnitude of this increase
depended on Vmax/D. The model showed that the effects of
pHm on C fixation were greater when Vmax/D was large
because the rate of C fixation was changed more by [CO2]m
[eq. 6], which is directly affected by pHm. However, when
Vmax/D was small, the C fixation rate was changed more by
C uptake kinetics [eq. 4], which were saturated at a rela‐
tively low [CO2]p (K value of 44 μmol L–1 [Jensen et al.,
2020]). Based on the possible range of Vmax/D, C fixation
showed 2.1- to 3.8-, 3.2- to 24.2-, and 3.4- to 51.2-fold
increases when pHm decreased from 7.59 to 7, 6, 5 respec‐
tively. These results suggested that pHm markedly affected C
uptake at any Vmax/D as well as also the benefit for cells to
have high Vmax relative to the diffusivity of CO2 across the
membrane. This was most likely the case because the D
value was shown to be reduced when there were multiple
membranes (Eichner et al., 2019; Inomura et al., 2019).
Therefore, this simple yet elegant system with rhodopsin to
manipulate pHm provides a powerful mechanism in C con‐
centrations and, thus, adjusts the C fixation rate to given
physiological conditions in some rhodopsin-containing dia‐
toms, enabling them to be more successful primary produc‐
ers in the ocean.

In our model simulation, we examined the effects of
rhodopsin-mediated pH changes in the middle space on
CCM efficiency. The results obtained suggested that C fixa‐
tion was enhanced when the pH of the middle space was
acidified by a light-driven proton pump. CCM based on CO2
diffusion (termed the pump-leak type) has been proposed as
a possible mechanism by placing CAs in appropriate loca‐
tions. For example, Nannochloropsis oceanica (Ochrophyta),
possessing the same four membrane-bound complex plastids
as those found in diatoms, is considered to generate CO2 by
placing CA in the middle space (Gee and Niyogi, 2017).
Furthermore, the centric diatom Chaetoceros gracilis is con‐
sidered to generate CO2 by placing CAs outside the cell and
allowing CO2 to flow into the cell (Tsuji et al., 2021). In
contrast to the CA-based model, the acidification-based

model was formerly proposed to facilitate the CO2 fixation
of RuBisCO in the thylakoid lumen of plastids; HCO3

– is
converted into CO2 through acidification by photosynthetic
proton pumping into the thylakoid lumen (Raven, 1997).
Our rhodopsin-mediated Ci transform model, CFM-CC pro‐
poses that pH changes in the middle space by proton-
pumping rhodopsin also plays the role of a CO2 regulator.
This proposed mechanism may be useful in most parts of
the ocean where CO2 chronically limits photosynthesis, but
may be even more valuable in specific environments. For
example, since CA, which plays a central role in CCM,
requires cobalt or zinc ions as the reaction center, and pho‐
tosynthetic proton-pumping systems need iron, rhodopsin-
derived acidic pools may be useful for Ci uptake in oceans
where these metal ions are depleted (such as the HNLC
region of the North Pacific Ocean) (Moore et al., 2013). In
the HNLC region of the North Pacific, where P. granii
rhodopsin-containing cells were initially identified (Marchetti
et al., 2012), primary production may be limited by iron and
affected by other trace metals (Saito et al., 2008). In other
words, our proposed mechanism appears to be particularly
effective in the ocean where trace metals involved in CCM
are depleted.

In the present study, we clarified the function and subcel‐
lular localization of PngR in a photosynthetic diatom. The
results obtained suggest that proton transport by rhodopsin
changes pH inside the outermost membrane of the plastid
(CERM). A quantitative simulation indicated that the crea‐
tion of an acidic pool by light provides positive feedback on
C fixation efficiency, while alkalization of the middle space
may restrict C fixation. If PngR acidifies the middle space,
diatom rhodopsin may contribute to CCM (Extended Data
Fig. 8). Future analyses of cultured rhodopsin-bearing
microbial eukaryotes will corroborate the present results and
promote further research on the mechanisms by which
rhodopsin-mediated proton transport promotes their growth
in the ocean.
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pHm favored higher [CO2]m at a given DIC concentration
(Fig. 4A) (we used 993 μmol L–1 [Burns and Beardall,
1987]). We noted that the potential leaking of CO2 into the
cytosol may change DIC in the middle space, but used a
constant DIC value because this effect has not been experi‐
mentally demonstrated and is difficult to quantify due to
unknown factors (e.g., the balance of DIC uptake and CO2
leaking). At the reference point (we used pHm=7.59 [Burns
and Beardall, 1987]), [CO2]m was 17 μmol L–1, but increased
to 64, 410, and 870 μmol L–1 for pHm values of 7, 6, and 5,
respectively (Fig. 4A).

Due to increased [CO2]m, the concentration of CO2 in the
plastid ([CO2]p) also increased with lower pHm; however,
the level of this increase was dependent on Vmax/D (the ratio
of the maximum C fixation rate to the diffusion constant)
(Fig. 4B). When Vmax/D was small, the diffusion of CO2
from the middle space to the plastid dominated the change,
resulting in [CO2]p similar to [CO2]m. In contrast, when
Vmax/D was large, CO2 uptake dominated, and the effect of
[CO2]m on [CO2]p was small.

The rate of C fixation increased with lower pHm because
increased [CO2]m accelerated the transport of CO2 into the
plastid (Fig. 4C). However, the magnitude of this increase
depended on Vmax/D. The model showed that the effects of
pHm on C fixation were greater when Vmax/D was large
because the rate of C fixation was changed more by [CO2]m
[eq. 6], which is directly affected by pHm. However, when
Vmax/D was small, the C fixation rate was changed more by
C uptake kinetics [eq. 4], which were saturated at a rela‐
tively low [CO2]p (K value of 44 μmol L–1 [Jensen et al.,
2020]). Based on the possible range of Vmax/D, C fixation
showed 2.1- to 3.8-, 3.2- to 24.2-, and 3.4- to 51.2-fold
increases when pHm decreased from 7.59 to 7, 6, 5 respec‐
tively. These results suggested that pHm markedly affected C
uptake at any Vmax/D as well as also the benefit for cells to
have high Vmax relative to the diffusivity of CO2 across the
membrane. This was most likely the case because the D
value was shown to be reduced when there were multiple
membranes (Eichner et al., 2019; Inomura et al., 2019).
Therefore, this simple yet elegant system with rhodopsin to
manipulate pHm provides a powerful mechanism in C con‐
centrations and, thus, adjusts the C fixation rate to given
physiological conditions in some rhodopsin-containing dia‐
toms, enabling them to be more successful primary produc‐
ers in the ocean.

In our model simulation, we examined the effects of
rhodopsin-mediated pH changes in the middle space on
CCM efficiency. The results obtained suggested that C fixa‐
tion was enhanced when the pH of the middle space was
acidified by a light-driven proton pump. CCM based on CO2
diffusion (termed the pump-leak type) has been proposed as
a possible mechanism by placing CAs in appropriate loca‐
tions. For example, Nannochloropsis oceanica (Ochrophyta),
possessing the same four membrane-bound complex plastids
as those found in diatoms, is considered to generate CO2 by
placing CA in the middle space (Gee and Niyogi, 2017).
Furthermore, the centric diatom Chaetoceros gracilis is con‐
sidered to generate CO2 by placing CAs outside the cell and
allowing CO2 to flow into the cell (Tsuji et al., 2021). In
contrast to the CA-based model, the acidification-based

model was formerly proposed to facilitate the CO2 fixation
of RuBisCO in the thylakoid lumen of plastids; HCO3

– is
converted into CO2 through acidification by photosynthetic
proton pumping into the thylakoid lumen (Raven, 1997).
Our rhodopsin-mediated Ci transform model, CFM-CC pro‐
poses that pH changes in the middle space by proton-
pumping rhodopsin also plays the role of a CO2 regulator.
This proposed mechanism may be useful in most parts of
the ocean where CO2 chronically limits photosynthesis, but
may be even more valuable in specific environments. For
example, since CA, which plays a central role in CCM,
requires cobalt or zinc ions as the reaction center, and pho‐
tosynthetic proton-pumping systems need iron, rhodopsin-
derived acidic pools may be useful for Ci uptake in oceans
where these metal ions are depleted (such as the HNLC
region of the North Pacific Ocean) (Moore et al., 2013). In
the HNLC region of the North Pacific, where P. granii
rhodopsin-containing cells were initially identified (Marchetti
et al., 2012), primary production may be limited by iron and
affected by other trace metals (Saito et al., 2008). In other
words, our proposed mechanism appears to be particularly
effective in the ocean where trace metals involved in CCM
are depleted.

In the present study, we clarified the function and subcel‐
lular localization of PngR in a photosynthetic diatom. The
results obtained suggest that proton transport by rhodopsin
changes pH inside the outermost membrane of the plastid
(CERM). A quantitative simulation indicated that the crea‐
tion of an acidic pool by light provides positive feedback on
C fixation efficiency, while alkalization of the middle space
may restrict C fixation. If PngR acidifies the middle space,
diatom rhodopsin may contribute to CCM (Extended Data
Fig. 8). Future analyses of cultured rhodopsin-bearing
microbial eukaryotes will corroborate the present results and
promote further research on the mechanisms by which
rhodopsin-mediated proton transport promotes their growth
in the ocean.
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Microbiologically influenced corrosion refers to the corrosion of metal materials caused or promoted by microorganisms.
Although some novel iron-corrosive microorganisms have been discovered in various manmade and natural freshwater
and seawater environments, microbiologically influenced corrosion in the deep sea has not been investigated in detail.
In the present study, we collected slime-like precipitates composed of corrosion products and microbial communities
from a geochemical reactor set on an artificial hydrothermal vent for 14.5 months, and conducted culture-dependent
and -independent microbial community analyses with corrosive activity measurements. After enrichment cultivation at
37, 50, and 70°C with zero-valent iron particles, some of the microbial consortia showed accelerated iron dissolution,
which was approximately 10- to 50-fold higher than that of the abiotic control. In a comparative analysis based on the
corrosion acceleration ratio and amplicon sequencing of the 16S rRNA gene, three types of corrosion were estimated: the
methanogen-induced type, methanogen–sulfate-reducing bacteria cooperative type, and sulfate-reducing Firmicutes-induced
type. The methanogen-induced and methanogen–sulfate-reducing bacteria cooperative types were observed at 50°C, while
the sulfate-reducing Firmicutes-induced type was noted at 37°C. The present results suggest the microbial components
associated with microbiologically influenced corrosion in deep-sea hydrothermal systems, providing important insights for
the development of future deep-sea resources with metal infrastructures.

Key words: microbiologically influenced corrosion, deep sea, microbial community, methanogen

Metal corrosion phenomena cause significant economic
losses, including the deterioration of existing infrastructures
(Cámara et al., 2022; Xu et al., 2023). Microorganisms are
involved in these phenomena, which are referred to as
microbiologically influenced corrosion (MIC). Characteris‐
tic forms of corrosion have been observed in MIC, and
localized corrosion significantly affects the service lifespan
of metal materials. In addition to the corrosion form, abnor‐
mally fast corrosion rates and sudden occurrence are also
problematic. When rapid and sudden localized corrosion
occurs in pipelines, secondary environmental pollution
results from leaked oil (Jacobson, 2007), leading to signifi‐
cant social issues.

Although research on MIC has a long history (Garett,
1891; Gaines, 1910), limited information is available on the
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causal microorganisms and their mechanisms. Various cor‐
rosive microorganisms with high corrosion activity have
been identified in recent years, and in addition to sulfate-
reducing bacteria (SRB) that have attracted attention for a
long time, iron-corrosive methanogens, iron-corrosive
nitrate-reducing bacteria, and iron-corrosive acetic acid-
producing bacteria have been isolated (Dinh et al., 2004;
Mori et al., 2010; Uchiyama et al., 2010; McBeth et al.,
2011; Wakai et al., 2014; Kato et al., 2015; Iino et al., 2015;
Hirano et al., 2022). The corrosion mechanism of these
microorganisms comprises two types: chemical MIC
(CMIC), which is indirectly affected by microbial metabo‐
lites, such as acids, corrosive gases, and oxidants, and elec‐
trical MIC (EMIC), which is affected by the electrochemical
activity of microorganisms (Enning and Garrelfs, 2014).
The corrosion mechanism of SRB and methanogens with
high corrosion activity corresponds to EMIC, which is
enhanced by extracellular electron transfer (EET) ability
(Deng et al., 2015; Tsurumaru et al., 2018; Liang et al.,
2021). Although the corrosion mechanism of these microor‐
ganisms has gradually been revealed, the detection of corro‐
sive microorganisms in suspected cases of MIC in the field
is challenging.

MIC occurs in various settings, including soil, freshwater,
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Fig. 1. Kuroko-ore cultivation apparatus. (A) Overview of the Kuroko-ore cultivation apparatus. Arrows show two long (a) and short (b) P/T
sensors, outlet pipes (c), and the cultivation cell (d). (B) Secular changes in temperature in the upper and basal parts of the cell were monitored
during the initial 11 months. (C and D) Pictures of the corroded stainless-steel mesh and the sediment/precipitate that formed in the cell of the
Kuroko-ore cultivation apparatus and interior wall.
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and seawater environments, and the degree of corrosiveness
of MIC depends on a combination of metal materials, envi‐
ronmental factors, and microorganisms. In recent years, we
have conducted long-term immersion tests in a freshwater
environment and demonstrated that the microbial commun‐
ity structure markedly changes during the corrosion process
of carbon steel and other steels, resulting in the accumula‐
tion of SRB (Wakai et al., 2022a). Similarly, the eventual
accumulation of SRB with the progression of corrosion has
been reported not only in freshwater, but also in seawater
environments (Ramírez et al., 2016; Vigneron et al., 2016;
Li et al., 2017). On the other hand, in the corrosion products
of chromium content and martensitic stainless steel corroded
in the same freshwater environment, the presence of SRB
was negligible, while sulfur-oxidizing bacteria and electro‐
chemically active microbes were clearly detected (Wakai et
al., 2022a, 2022b). Therefore, the composition and transi‐
tion of microbial components associated with MIC are
affected not only by environmental conditions and microbial
sources, but also by the target metal materials; therefore,
corrosion reproduction tests are important for understanding
MIC in practical environments.

Although previous studies examined MIC in various ter‐
restrial and marine environments, limited information is
available on corrosion in deep-sea environments (Ma et al.,
2020; Melchers, 2021; Rajala et al., 2022). Although deep-
sea environments are far from human activities, a large
amount of metal equipment has been installed for purposes
such as submarine cable internet connections, seafloor
resource development, and various forms of monitoring.
Current knowledge of MIC may not be fully applicable to
deep-sea environments with low or high temperatures under
high hydrostatic pressure. A microbiome analysis of the cor‐
rosion of deep-sea carbon steel over the course of 10 years
indicated that sulfur-metabolizing microorganisms contrib‐
ute to corrosion (Rajala et al., 2022). Although these
findings form the basis for understanding MIC in cold deep-
sea environments, the microbial populations and mecha‐
nisms of MIC in deep-sea hydrothermal systems remain
unknown.

Therefore, we herein examined high-temperature MIC in
a deep-sea hydrothermal system. We collected slime-like
precipitates from a corroded metal apparatus deployed in an
artificial deep-sea hydrothermal vent, which were then culti‐
vated with zero-valent iron medium under moderately
thermal conditions. Using enriched microorganisms, we
conducted comparative analyses of corrosion abilities and
microbial communities. The results obtained revealed accel‐
erated corrosion by moderately thermophilic microorgan‐
isms and possible corrosion-associated components.

Materials and Methods

Operation of the Kuroko-ore cultivation apparatus
A geochemical reactor, called the Kuroko-ore (also called black

ore, containing hydrothermal sulfide minerals enriched in sphaler‐
ite and galena) cultivation apparatus, was installed on the artificial
hydrothermal vent at Hole C9017A during the cruise CK16-05. It
consisted of an inflow pipe, a cultivation cell, four outlet pipes, and
two P/T sensors (Fig. 1A), as previously reported (Nozaki et al.,
2021; Kinoshita et al., 2022). Two P/T sensors with short and long

probes were inserted into the inflow pipe (basal part of the cell)
and the cultivation cell near its top, respectively. Hydrothermal
fluid was supplied to the sulfide mineral cultivation cell through
the inflow pipe and then flowed out from four outlet pipes on the
top of the cultivation cell. After 14.5 months of cultivation, the
Kuroko-ore cultivation apparatus was recovered during the cruise
KR18-02C, along with the in-side precipitates.

Sampling
A seal of the Kuroko-ore cultivation apparatus was opened, and

six slime-like precipitates were recovered from different positions
of the cell (Supplementary Fig. S1). Sample numbers (R01 to R07)
corresponded to the order from the top of the cell to the bottom,
and sample R06 was only used in another Kuroko-ore cultivation
study because of the small amount obtained. Sample R02 was col‐
lected from near the center of the cell only, while the other samples
consisted of mixtures from near the center and inner walls. These
precipitates were recovered into 100-mL medium bottles, and the
gas phase of each bottle was replaced with 100% N2 gas. These
bottles were sealed with a butyl rubber stopper and stored at 4°C
until used.

Microbial cultivation
To enrich iron-corroding microorganisms, 20 mL of modified

artificial seawater medium supplied with 2.0 g of iron granules (Fe
>99.98%, 1–2 mm in diameter; Alfa Aesar) was prepared using
70-mL serum bottles (Uchiyama et al., 2010). Before the inocula‐
tion, the gas phase in the medium bottle was replaced by purging
with N2/CO2 (80:20 ratio) gas. Approximately 1 mL of the precipi‐
tates recovered from the Kuroko ore cultivation cell was inoculated
into the medium, which was then purged again with N2/CO2 gas.
The bottles were sealed with butyl-rubber stoppers and aluminum
caps. Bottles containing each precipitate sample were incubated at
37, 50, and 70°C in duplicate.

After the enrichment cultivation, 1 mL of the culture was inocu‐
lated into 20 mL of a newly prepared modified artificial seawater
medium containing iron foil (Fe >99.98%, 10×10×0.1 mm; Sigma-
Aldrich) to conduct the iron corrosion test.

Analytical method
To evaluate corrosion activity, a 0.5-mL aliquot of the solution

containing insoluble matter in the medium was sampled every 7
days after vigorous mixing with a vortex mixer. This was then
mixed with 0.5 mL of 6 M HCl and 1 mL of 1 M L-ascorbic acid.
The concentration of iron in the mixture was assessed colorimetri‐
cally with orthophenanthroline (Sandell, 1959).

Molecular hydrogen (H2) and methane (CH4) that accumulated
in the headspace of each bottle were measured using a gas chroma‐
tograph (GC-3200; GL Sciences) equipped with a thermal conduc‐
tivity detector and a Molecular sieve 5A column (GL Sciences) at
100°C using N2 as a carrier gas.

DNA extraction
After the enrichment cultivation, 10 mL of each culture with

insoluble particles of corrosion products and iron particles was
sampled, and microbial cells were precipitated by centrifuging at
10,000×g for 10 min. DNA from the pellet was extracted using a
Fast DNA Spin kit for Soil (MP Biomedicals) according to the
manufacturer’s protocol with slight modifications. The DNA con‐
centration was measured using a Qubit dsDNA HS assay kit
(Thermo Fisher Scientific) and a Qubit 4 Fluorometer (Thermo
Fisher Scientific).

Amplicon sequencing of 16S rRNA gene fragments
Partial 16S rRNA genes (V4–V5 regions) were amplified by

PCR with the primer sets 530F and 907R (Caporaso et al., 2012),
which contain overhung adapters at the 5' ends. We then performed
PCR amplification, enzymatic purification, the addition of multi‐
plexing indices and Illumina sequencing adapters, and purification
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Microbiologically influenced corrosion refers to the corrosion of metal materials caused or promoted by microorganisms.
Although some novel iron-corrosive microorganisms have been discovered in various manmade and natural freshwater
and seawater environments, microbiologically influenced corrosion in the deep sea has not been investigated in detail.
In the present study, we collected slime-like precipitates composed of corrosion products and microbial communities
from a geochemical reactor set on an artificial hydrothermal vent for 14.5 months, and conducted culture-dependent
and -independent microbial community analyses with corrosive activity measurements. After enrichment cultivation at
37, 50, and 70°C with zero-valent iron particles, some of the microbial consortia showed accelerated iron dissolution,
which was approximately 10- to 50-fold higher than that of the abiotic control. In a comparative analysis based on the
corrosion acceleration ratio and amplicon sequencing of the 16S rRNA gene, three types of corrosion were estimated: the
methanogen-induced type, methanogen–sulfate-reducing bacteria cooperative type, and sulfate-reducing Firmicutes-induced
type. The methanogen-induced and methanogen–sulfate-reducing bacteria cooperative types were observed at 50°C, while
the sulfate-reducing Firmicutes-induced type was noted at 37°C. The present results suggest the microbial components
associated with microbiologically influenced corrosion in deep-sea hydrothermal systems, providing important insights for
the development of future deep-sea resources with metal infrastructures.

Key words: microbiologically influenced corrosion, deep sea, microbial community, methanogen

Metal corrosion phenomena cause significant economic
losses, including the deterioration of existing infrastructures
(Cámara et al., 2022; Xu et al., 2023). Microorganisms are
involved in these phenomena, which are referred to as
microbiologically influenced corrosion (MIC). Characteris‐
tic forms of corrosion have been observed in MIC, and
localized corrosion significantly affects the service lifespan
of metal materials. In addition to the corrosion form, abnor‐
mally fast corrosion rates and sudden occurrence are also
problematic. When rapid and sudden localized corrosion
occurs in pipelines, secondary environmental pollution
results from leaked oil (Jacobson, 2007), leading to signifi‐
cant social issues.

Although research on MIC has a long history (Garett,
1891; Gaines, 1910), limited information is available on the
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causal microorganisms and their mechanisms. Various cor‐
rosive microorganisms with high corrosion activity have
been identified in recent years, and in addition to sulfate-
reducing bacteria (SRB) that have attracted attention for a
long time, iron-corrosive methanogens, iron-corrosive
nitrate-reducing bacteria, and iron-corrosive acetic acid-
producing bacteria have been isolated (Dinh et al., 2004;
Mori et al., 2010; Uchiyama et al., 2010; McBeth et al.,
2011; Wakai et al., 2014; Kato et al., 2015; Iino et al., 2015;
Hirano et al., 2022). The corrosion mechanism of these
microorganisms comprises two types: chemical MIC
(CMIC), which is indirectly affected by microbial metabo‐
lites, such as acids, corrosive gases, and oxidants, and elec‐
trical MIC (EMIC), which is affected by the electrochemical
activity of microorganisms (Enning and Garrelfs, 2014).
The corrosion mechanism of SRB and methanogens with
high corrosion activity corresponds to EMIC, which is
enhanced by extracellular electron transfer (EET) ability
(Deng et al., 2015; Tsurumaru et al., 2018; Liang et al.,
2021). Although the corrosion mechanism of these microor‐
ganisms has gradually been revealed, the detection of corro‐
sive microorganisms in suspected cases of MIC in the field
is challenging.

MIC occurs in various settings, including soil, freshwater,
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Fig. 1. Kuroko-ore cultivation apparatus. (A) Overview of the Kuroko-ore cultivation apparatus. Arrows show two long (a) and short (b) P/T
sensors, outlet pipes (c), and the cultivation cell (d). (B) Secular changes in temperature in the upper and basal parts of the cell were monitored
during the initial 11 months. (C and D) Pictures of the corroded stainless-steel mesh and the sediment/precipitate that formed in the cell of the
Kuroko-ore cultivation apparatus and interior wall.
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and seawater environments, and the degree of corrosiveness
of MIC depends on a combination of metal materials, envi‐
ronmental factors, and microorganisms. In recent years, we
have conducted long-term immersion tests in a freshwater
environment and demonstrated that the microbial commun‐
ity structure markedly changes during the corrosion process
of carbon steel and other steels, resulting in the accumula‐
tion of SRB (Wakai et al., 2022a). Similarly, the eventual
accumulation of SRB with the progression of corrosion has
been reported not only in freshwater, but also in seawater
environments (Ramírez et al., 2016; Vigneron et al., 2016;
Li et al., 2017). On the other hand, in the corrosion products
of chromium content and martensitic stainless steel corroded
in the same freshwater environment, the presence of SRB
was negligible, while sulfur-oxidizing bacteria and electro‐
chemically active microbes were clearly detected (Wakai et
al., 2022a, 2022b). Therefore, the composition and transi‐
tion of microbial components associated with MIC are
affected not only by environmental conditions and microbial
sources, but also by the target metal materials; therefore,
corrosion reproduction tests are important for understanding
MIC in practical environments.

Although previous studies examined MIC in various ter‐
restrial and marine environments, limited information is
available on corrosion in deep-sea environments (Ma et al.,
2020; Melchers, 2021; Rajala et al., 2022). Although deep-
sea environments are far from human activities, a large
amount of metal equipment has been installed for purposes
such as submarine cable internet connections, seafloor
resource development, and various forms of monitoring.
Current knowledge of MIC may not be fully applicable to
deep-sea environments with low or high temperatures under
high hydrostatic pressure. A microbiome analysis of the cor‐
rosion of deep-sea carbon steel over the course of 10 years
indicated that sulfur-metabolizing microorganisms contrib‐
ute to corrosion (Rajala et al., 2022). Although these
findings form the basis for understanding MIC in cold deep-
sea environments, the microbial populations and mecha‐
nisms of MIC in deep-sea hydrothermal systems remain
unknown.

Therefore, we herein examined high-temperature MIC in
a deep-sea hydrothermal system. We collected slime-like
precipitates from a corroded metal apparatus deployed in an
artificial deep-sea hydrothermal vent, which were then culti‐
vated with zero-valent iron medium under moderately
thermal conditions. Using enriched microorganisms, we
conducted comparative analyses of corrosion abilities and
microbial communities. The results obtained revealed accel‐
erated corrosion by moderately thermophilic microorgan‐
isms and possible corrosion-associated components.

Materials and Methods

Operation of the Kuroko-ore cultivation apparatus
A geochemical reactor, called the Kuroko-ore (also called black

ore, containing hydrothermal sulfide minerals enriched in sphaler‐
ite and galena) cultivation apparatus, was installed on the artificial
hydrothermal vent at Hole C9017A during the cruise CK16-05. It
consisted of an inflow pipe, a cultivation cell, four outlet pipes, and
two P/T sensors (Fig. 1A), as previously reported (Nozaki et al.,
2021; Kinoshita et al., 2022). Two P/T sensors with short and long

probes were inserted into the inflow pipe (basal part of the cell)
and the cultivation cell near its top, respectively. Hydrothermal
fluid was supplied to the sulfide mineral cultivation cell through
the inflow pipe and then flowed out from four outlet pipes on the
top of the cultivation cell. After 14.5 months of cultivation, the
Kuroko-ore cultivation apparatus was recovered during the cruise
KR18-02C, along with the in-side precipitates.

Sampling
A seal of the Kuroko-ore cultivation apparatus was opened, and

six slime-like precipitates were recovered from different positions
of the cell (Supplementary Fig. S1). Sample numbers (R01 to R07)
corresponded to the order from the top of the cell to the bottom,
and sample R06 was only used in another Kuroko-ore cultivation
study because of the small amount obtained. Sample R02 was col‐
lected from near the center of the cell only, while the other samples
consisted of mixtures from near the center and inner walls. These
precipitates were recovered into 100-mL medium bottles, and the
gas phase of each bottle was replaced with 100% N2 gas. These
bottles were sealed with a butyl rubber stopper and stored at 4°C
until used.

Microbial cultivation
To enrich iron-corroding microorganisms, 20 mL of modified

artificial seawater medium supplied with 2.0 g of iron granules (Fe
>99.98%, 1–2 mm in diameter; Alfa Aesar) was prepared using
70-mL serum bottles (Uchiyama et al., 2010). Before the inocula‐
tion, the gas phase in the medium bottle was replaced by purging
with N2/CO2 (80:20 ratio) gas. Approximately 1 mL of the precipi‐
tates recovered from the Kuroko ore cultivation cell was inoculated
into the medium, which was then purged again with N2/CO2 gas.
The bottles were sealed with butyl-rubber stoppers and aluminum
caps. Bottles containing each precipitate sample were incubated at
37, 50, and 70°C in duplicate.

After the enrichment cultivation, 1 mL of the culture was inocu‐
lated into 20 mL of a newly prepared modified artificial seawater
medium containing iron foil (Fe >99.98%, 10×10×0.1 mm; Sigma-
Aldrich) to conduct the iron corrosion test.

Analytical method
To evaluate corrosion activity, a 0.5-mL aliquot of the solution

containing insoluble matter in the medium was sampled every 7
days after vigorous mixing with a vortex mixer. This was then
mixed with 0.5 mL of 6 M HCl and 1 mL of 1 M L-ascorbic acid.
The concentration of iron in the mixture was assessed colorimetri‐
cally with orthophenanthroline (Sandell, 1959).

Molecular hydrogen (H2) and methane (CH4) that accumulated
in the headspace of each bottle were measured using a gas chroma‐
tograph (GC-3200; GL Sciences) equipped with a thermal conduc‐
tivity detector and a Molecular sieve 5A column (GL Sciences) at
100°C using N2 as a carrier gas.

DNA extraction
After the enrichment cultivation, 10 mL of each culture with

insoluble particles of corrosion products and iron particles was
sampled, and microbial cells were precipitated by centrifuging at
10,000×g for 10 min. DNA from the pellet was extracted using a
Fast DNA Spin kit for Soil (MP Biomedicals) according to the
manufacturer’s protocol with slight modifications. The DNA con‐
centration was measured using a Qubit dsDNA HS assay kit
(Thermo Fisher Scientific) and a Qubit 4 Fluorometer (Thermo
Fisher Scientific).

Amplicon sequencing of 16S rRNA gene fragments
Partial 16S rRNA genes (V4–V5 regions) were amplified by

PCR with the primer sets 530F and 907R (Caporaso et al., 2012),
which contain overhung adapters at the 5' ends. We then performed
PCR amplification, enzymatic purification, the addition of multi‐
plexing indices and Illumina sequencing adapters, and purification
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showed slow dissolution until 21 days and accelerated dis‐
solution (approximately 20 mM 7 days–1) in the late cultiva‐
tion phase.

Iron-corroding test using enriched cultures
To investigate the relationship between corrosion behav‐

ior and gas production, a corrosion test was conducted using
iron foil and enriched cultures. In the culture at 70°C, the
amount of iron dissolution from the iron foil was slightly
higher (<2-fold) than that of the abiotic control (Fig. 3A and
B). The generation of similar amounts of H2 was observed
in all cultures containing the abiotic control (Fig. 3C). In
contrast, methane was not detected in any of the samples
(Fig. 3D).

In the cultures at 50°C, the amount of dissolved iron in all
microbial cultures was higher than that in the abiotic control
(Fig. 3E), and the ratio of accelerated dissolution was 4- to
10-fold higher (Fig. 3F). Culture 50R04-2 showed the high‐
est ratio, reaching a 10.3-fold increase from the abiotic con‐
trol. Approximately 20 μmol of H2 was detected in the

abiotic control, whereas only trace amounts were present in
the other cultures (Fig. 3G). On the other hand, similar
amounts of methane were detected in cultures 50R02-1,
50R02-2, 50R04-1, and 50R04-2 (Fig. 3H).

In the cultures at 37°C, the amount of iron dissolution
was clearly divided into two levels: iron dissolution in cul‐
tures 37R02-1, 37R02-2, 37R04-1, 37R04-2, 37R07-1, and
37R07-2 was approximately 20 μmol, while that in cultures
37R01-1, 37R01-2, 37R03-1, 37R03-2, 37R05-1, and
37R05-2 ranged from 131 to 313 μmol (Fig. 3I). The cul‐
tures with higher iron dissolution activity showed accelera‐
tion ratios that were more than 20-fold higher than that of
the abiotic control (Fig. 3J). Notably, culture 37R01-2 had
an acceleration ratio that was approximately 50-fold higher.
In contrast, cultures with low activity showed only 2- to 5-
fold higher acceleration ratios than the abiotic control.
Approximately 10 μmol of H2 was detected in the abiotic
control, 37R02-1, 37R04-1, and 37R04-2, while only trace
amounts of H2 were detected in the other cultures (Fig. 3K).
Methane was detected in the cultures with trace amounts of

Fig. 3. Corrosion test using enriched cultures. Cultivation was conducted at 70°C (A, B, C, and D), 50°C (E, F, G, and H), and 37°C (I, J, K, and
L). After cultivation, iron concentrations (A, E, and I) and the amounts of H2 (C, G, and K) and CH4 (D, H, and L) were measured. Each corrosion
acceleration ratio (B, F, and J) was calculated from iron concentrations. NC represents the abiotic control.
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with magnetic beads as previously reported (Hirai et al., 2017).
Amplicon sequencing was conducted using an Illumina MiSeq
platform and MiSeq v3 reagent (Illumina) for 300-bp paired-end
reads, according to Illumina’s standard protocol.

Raw FASTQ files generated by MiSeq were analyzed using the
QIIME2 pipeline (Bolyen et al., 2019). Paired-end FASTQ files
were demultiplexed using a demux plugin based on their unique
barcodes (Caporaso et al., 2010). The demultiplexed sequences
from each sample were treated using the dada2 plugin to obtain the
feature table (Callahan et al., 2016). A feature-classifier plugin was
then used to align the feature sequences to a pretrained SILVA-138
99% database in order to generate the taxonomy table (Bokulich et
al., 2018). Data were rarefied prior to alpha- and beta-diversity
analyses using a depth of 40,565 reads. Diversity metrics were cal‐
culated and plotted using the core-diversity and emperor plugins,
respectively (Vázquez-Baeza et al., 2013). To assess differences
among the microbiomes of cultures at each temperature, a permu‐
tational multivariate analysis of variance (PERMANOVA) was
conducted, which utilized weighted UniFrac distances and was
performed with the qiime diversity beta-group significance tool.
Each processed file was visualized via QIIME2 View (https://
view.qiime2.org), and principal coordinate analysis plot data were
exported with the qiime tools.

The datasets generated for this study may be obtained from
NCBI using accession codes DRR426559–DRR426587.

Results

Corrosion behavior in the Kuroko-ore cultivation apparatus
During cultivation, fluid temperature in the Kuroko-ore

cultivation apparatus was monitored in the upper and basal
parts of the cultivation cell. The initial temperatures in the
upper and basal parts were approximately 250 and 300°C,
respectively (Fig. 1B). Fluid temperatures then suddenly
decreased to approximately 50 and 100°C, respectively. The
temperature in the upper part remained stable, whereas that
in the basal part increased again by approximately 200°C,
which was maintained for more than 6 months. Unfortu‐
nately, temperature measurements ceased in October 2017
because the memory of the P/T sensors reached their
capacity limits. After the 14.5-month cultivation, large
amounts of precipitates were observed within the cultivation
cell, and stainless-steel meshes to trap generated minerals
were severely corroded (Fig. 1C). The central part of each
stainless-steel mesh had completely dissolved and disap‐
peared. The remaining parts were also corroded, and their

color had changed to black or reddish brown. After the
removal of the stainless-steel meshes, large amounts of pre‐
cipitates were observed at the basal part, and the interior
wall of the cell had completely corroded (Fig. 1D). Since
the dissolved oxygen concentration within the reactor was
presumed to be nearly zero, mirroring that of the hydrother‐
mal fluid, corrosion was expected to proceed under anaero‐
bic conditions. Therefore, reddish brown-corrosion products
may be formed by oxidization after recovery onboard.

Enrichment using zero-valent iron particle medium
Six slime-like precipitates containing microbial commun‐

ities, corrosion products, and generated ore were collected
and inoculated into modified artificial seawater medium
with zero-valent iron particles. Cultivation was performed at
37, 50, and 70°C, and the dissolved iron concentration of
each vial was periodically measured.

In the cultivation at 70°C, the dissolved iron concentra‐
tion of the abiotic control was 4.3 mM, while those of the
enriched cultures reached 12.1–33.5 mM (Fig. 2A). These
concentrations increased linearly, and the acceleration ratio
against the abiotic control was 2.2- to 8.6-fold higher.

In the cultivation at 50°C, the accelerated dissolution of
iron was observed in all cultures (Fig. 2B). The dissolved
iron concentration of the abiotic control was 3.3 mM, while
those of the enriched cultures were 15.4–79.2 mM. There‐
fore, the degree of acceleration was divided into two levels:
1) a 30-fold increase for 50R01-1, 50R01-2, 50R03-2,
50R04-2, 50R05-1, and 50R05-2, and 2) a 4.3–13.7-fold
increase for the remaining cultures. In the cultures with
higher corrosion activity, the dissolved iron concentration
was 2- to 4-fold higher than that in the cultures at 70°C.
Dissolution in the 50R01-1, 50R04-2, 50R05-1, and
50R05-2 cultures showed a sigmoid curve, and extremely
rapid dissolution was observed (35.6–47.8 mM 7 days–1).

Since many mesophilic iron-corrosive microorganisms
have been reported, we also conducted a cultivation at 37°C.
The results obtained showed that the dissolved iron concen‐
tration of the abiotic control was 3.0 mM, while those of the
enriched cultures were 10.0–67.6 mM (Fig. 2C). Culture
37R03-1 showed accelerated dissolution during the early
cultivation phase, and the dissolution rate reached 45.8 mM
7 days–1. In contrast, 37R03-2, 37R05-1, and 37R05-2

Fig. 2. Changes in iron concentrations during the 1st enrichment cultivation at 70°C (A), 50°C (B), and 37°C (C). Open circles represent abiotic
controls: 70NC-1, 70NC-2, 50NC-1, 50NC-2, 37NC-1, and 37NC-2.
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Fig. 1. Kuroko-ore cultivation apparatus. (A) Overview of the Kuroko-ore cultivation apparatus. Arrows show two long (a) and short (b) P/T
sensors, outlet pipes (c), and the cultivation cell (d). (B) Secular changes in temperature in the upper and basal parts of the cell were monitored
during the initial 11 months. (C and D) Pictures of the corroded stainless-steel mesh and the sediment/precipitate that formed in the cell of the
Kuroko-ore cultivation apparatus and interior wall.
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and seawater environments, and the degree of corrosiveness
of MIC depends on a combination of metal materials, envi‐
ronmental factors, and microorganisms. In recent years, we
have conducted long-term immersion tests in a freshwater
environment and demonstrated that the microbial commun‐
ity structure markedly changes during the corrosion process
of carbon steel and other steels, resulting in the accumula‐
tion of SRB (Wakai et al., 2022a). Similarly, the eventual
accumulation of SRB with the progression of corrosion has
been reported not only in freshwater, but also in seawater
environments (Ramírez et al., 2016; Vigneron et al., 2016;
Li et al., 2017). On the other hand, in the corrosion products
of chromium content and martensitic stainless steel corroded
in the same freshwater environment, the presence of SRB
was negligible, while sulfur-oxidizing bacteria and electro‐
chemically active microbes were clearly detected (Wakai et
al., 2022a, 2022b). Therefore, the composition and transi‐
tion of microbial components associated with MIC are
affected not only by environmental conditions and microbial
sources, but also by the target metal materials; therefore,
corrosion reproduction tests are important for understanding
MIC in practical environments.

Although previous studies examined MIC in various ter‐
restrial and marine environments, limited information is
available on corrosion in deep-sea environments (Ma et al.,
2020; Melchers, 2021; Rajala et al., 2022). Although deep-
sea environments are far from human activities, a large
amount of metal equipment has been installed for purposes
such as submarine cable internet connections, seafloor
resource development, and various forms of monitoring.
Current knowledge of MIC may not be fully applicable to
deep-sea environments with low or high temperatures under
high hydrostatic pressure. A microbiome analysis of the cor‐
rosion of deep-sea carbon steel over the course of 10 years
indicated that sulfur-metabolizing microorganisms contrib‐
ute to corrosion (Rajala et al., 2022). Although these
findings form the basis for understanding MIC in cold deep-
sea environments, the microbial populations and mecha‐
nisms of MIC in deep-sea hydrothermal systems remain
unknown.

Therefore, we herein examined high-temperature MIC in
a deep-sea hydrothermal system. We collected slime-like
precipitates from a corroded metal apparatus deployed in an
artificial deep-sea hydrothermal vent, which were then culti‐
vated with zero-valent iron medium under moderately
thermal conditions. Using enriched microorganisms, we
conducted comparative analyses of corrosion abilities and
microbial communities. The results obtained revealed accel‐
erated corrosion by moderately thermophilic microorgan‐
isms and possible corrosion-associated components.

Materials and Methods

Operation of the Kuroko-ore cultivation apparatus
A geochemical reactor, called the Kuroko-ore (also called black

ore, containing hydrothermal sulfide minerals enriched in sphaler‐
ite and galena) cultivation apparatus, was installed on the artificial
hydrothermal vent at Hole C9017A during the cruise CK16-05. It
consisted of an inflow pipe, a cultivation cell, four outlet pipes, and
two P/T sensors (Fig. 1A), as previously reported (Nozaki et al.,
2021; Kinoshita et al., 2022). Two P/T sensors with short and long

probes were inserted into the inflow pipe (basal part of the cell)
and the cultivation cell near its top, respectively. Hydrothermal
fluid was supplied to the sulfide mineral cultivation cell through
the inflow pipe and then flowed out from four outlet pipes on the
top of the cultivation cell. After 14.5 months of cultivation, the
Kuroko-ore cultivation apparatus was recovered during the cruise
KR18-02C, along with the in-side precipitates.

Sampling
A seal of the Kuroko-ore cultivation apparatus was opened, and

six slime-like precipitates were recovered from different positions
of the cell (Supplementary Fig. S1). Sample numbers (R01 to R07)
corresponded to the order from the top of the cell to the bottom,
and sample R06 was only used in another Kuroko-ore cultivation
study because of the small amount obtained. Sample R02 was col‐
lected from near the center of the cell only, while the other samples
consisted of mixtures from near the center and inner walls. These
precipitates were recovered into 100-mL medium bottles, and the
gas phase of each bottle was replaced with 100% N2 gas. These
bottles were sealed with a butyl rubber stopper and stored at 4°C
until used.

Microbial cultivation
To enrich iron-corroding microorganisms, 20 mL of modified

artificial seawater medium supplied with 2.0 g of iron granules (Fe
>99.98%, 1–2 mm in diameter; Alfa Aesar) was prepared using
70-mL serum bottles (Uchiyama et al., 2010). Before the inocula‐
tion, the gas phase in the medium bottle was replaced by purging
with N2/CO2 (80:20 ratio) gas. Approximately 1 mL of the precipi‐
tates recovered from the Kuroko ore cultivation cell was inoculated
into the medium, which was then purged again with N2/CO2 gas.
The bottles were sealed with butyl-rubber stoppers and aluminum
caps. Bottles containing each precipitate sample were incubated at
37, 50, and 70°C in duplicate.

After the enrichment cultivation, 1 mL of the culture was inocu‐
lated into 20 mL of a newly prepared modified artificial seawater
medium containing iron foil (Fe >99.98%, 10×10×0.1 mm; Sigma-
Aldrich) to conduct the iron corrosion test.

Analytical method
To evaluate corrosion activity, a 0.5-mL aliquot of the solution

containing insoluble matter in the medium was sampled every 7
days after vigorous mixing with a vortex mixer. This was then
mixed with 0.5 mL of 6 M HCl and 1 mL of 1 M L-ascorbic acid.
The concentration of iron in the mixture was assessed colorimetri‐
cally with orthophenanthroline (Sandell, 1959).

Molecular hydrogen (H2) and methane (CH4) that accumulated
in the headspace of each bottle were measured using a gas chroma‐
tograph (GC-3200; GL Sciences) equipped with a thermal conduc‐
tivity detector and a Molecular sieve 5A column (GL Sciences) at
100°C using N2 as a carrier gas.

DNA extraction
After the enrichment cultivation, 10 mL of each culture with

insoluble particles of corrosion products and iron particles was
sampled, and microbial cells were precipitated by centrifuging at
10,000×g for 10 min. DNA from the pellet was extracted using a
Fast DNA Spin kit for Soil (MP Biomedicals) according to the
manufacturer’s protocol with slight modifications. The DNA con‐
centration was measured using a Qubit dsDNA HS assay kit
(Thermo Fisher Scientific) and a Qubit 4 Fluorometer (Thermo
Fisher Scientific).

Amplicon sequencing of 16S rRNA gene fragments
Partial 16S rRNA genes (V4–V5 regions) were amplified by

PCR with the primer sets 530F and 907R (Caporaso et al., 2012),
which contain overhung adapters at the 5' ends. We then performed
PCR amplification, enzymatic purification, the addition of multi‐
plexing indices and Illumina sequencing adapters, and purification
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showed slow dissolution until 21 days and accelerated dis‐
solution (approximately 20 mM 7 days–1) in the late cultiva‐
tion phase.

Iron-corroding test using enriched cultures
To investigate the relationship between corrosion behav‐

ior and gas production, a corrosion test was conducted using
iron foil and enriched cultures. In the culture at 70°C, the
amount of iron dissolution from the iron foil was slightly
higher (<2-fold) than that of the abiotic control (Fig. 3A and
B). The generation of similar amounts of H2 was observed
in all cultures containing the abiotic control (Fig. 3C). In
contrast, methane was not detected in any of the samples
(Fig. 3D).

In the cultures at 50°C, the amount of dissolved iron in all
microbial cultures was higher than that in the abiotic control
(Fig. 3E), and the ratio of accelerated dissolution was 4- to
10-fold higher (Fig. 3F). Culture 50R04-2 showed the high‐
est ratio, reaching a 10.3-fold increase from the abiotic con‐
trol. Approximately 20 μmol of H2 was detected in the

abiotic control, whereas only trace amounts were present in
the other cultures (Fig. 3G). On the other hand, similar
amounts of methane were detected in cultures 50R02-1,
50R02-2, 50R04-1, and 50R04-2 (Fig. 3H).

In the cultures at 37°C, the amount of iron dissolution
was clearly divided into two levels: iron dissolution in cul‐
tures 37R02-1, 37R02-2, 37R04-1, 37R04-2, 37R07-1, and
37R07-2 was approximately 20 μmol, while that in cultures
37R01-1, 37R01-2, 37R03-1, 37R03-2, 37R05-1, and
37R05-2 ranged from 131 to 313 μmol (Fig. 3I). The cul‐
tures with higher iron dissolution activity showed accelera‐
tion ratios that were more than 20-fold higher than that of
the abiotic control (Fig. 3J). Notably, culture 37R01-2 had
an acceleration ratio that was approximately 50-fold higher.
In contrast, cultures with low activity showed only 2- to 5-
fold higher acceleration ratios than the abiotic control.
Approximately 10 μmol of H2 was detected in the abiotic
control, 37R02-1, 37R04-1, and 37R04-2, while only trace
amounts of H2 were detected in the other cultures (Fig. 3K).
Methane was detected in the cultures with trace amounts of

Fig. 3. Corrosion test using enriched cultures. Cultivation was conducted at 70°C (A, B, C, and D), 50°C (E, F, G, and H), and 37°C (I, J, K, and
L). After cultivation, iron concentrations (A, E, and I) and the amounts of H2 (C, G, and K) and CH4 (D, H, and L) were measured. Each corrosion
acceleration ratio (B, F, and J) was calculated from iron concentrations. NC represents the abiotic control.
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with magnetic beads as previously reported (Hirai et al., 2017).
Amplicon sequencing was conducted using an Illumina MiSeq
platform and MiSeq v3 reagent (Illumina) for 300-bp paired-end
reads, according to Illumina’s standard protocol.

Raw FASTQ files generated by MiSeq were analyzed using the
QIIME2 pipeline (Bolyen et al., 2019). Paired-end FASTQ files
were demultiplexed using a demux plugin based on their unique
barcodes (Caporaso et al., 2010). The demultiplexed sequences
from each sample were treated using the dada2 plugin to obtain the
feature table (Callahan et al., 2016). A feature-classifier plugin was
then used to align the feature sequences to a pretrained SILVA-138
99% database in order to generate the taxonomy table (Bokulich et
al., 2018). Data were rarefied prior to alpha- and beta-diversity
analyses using a depth of 40,565 reads. Diversity metrics were cal‐
culated and plotted using the core-diversity and emperor plugins,
respectively (Vázquez-Baeza et al., 2013). To assess differences
among the microbiomes of cultures at each temperature, a permu‐
tational multivariate analysis of variance (PERMANOVA) was
conducted, which utilized weighted UniFrac distances and was
performed with the qiime diversity beta-group significance tool.
Each processed file was visualized via QIIME2 View (https://
view.qiime2.org), and principal coordinate analysis plot data were
exported with the qiime tools.

The datasets generated for this study may be obtained from
NCBI using accession codes DRR426559–DRR426587.

Results

Corrosion behavior in the Kuroko-ore cultivation apparatus
During cultivation, fluid temperature in the Kuroko-ore

cultivation apparatus was monitored in the upper and basal
parts of the cultivation cell. The initial temperatures in the
upper and basal parts were approximately 250 and 300°C,
respectively (Fig. 1B). Fluid temperatures then suddenly
decreased to approximately 50 and 100°C, respectively. The
temperature in the upper part remained stable, whereas that
in the basal part increased again by approximately 200°C,
which was maintained for more than 6 months. Unfortu‐
nately, temperature measurements ceased in October 2017
because the memory of the P/T sensors reached their
capacity limits. After the 14.5-month cultivation, large
amounts of precipitates were observed within the cultivation
cell, and stainless-steel meshes to trap generated minerals
were severely corroded (Fig. 1C). The central part of each
stainless-steel mesh had completely dissolved and disap‐
peared. The remaining parts were also corroded, and their

color had changed to black or reddish brown. After the
removal of the stainless-steel meshes, large amounts of pre‐
cipitates were observed at the basal part, and the interior
wall of the cell had completely corroded (Fig. 1D). Since
the dissolved oxygen concentration within the reactor was
presumed to be nearly zero, mirroring that of the hydrother‐
mal fluid, corrosion was expected to proceed under anaero‐
bic conditions. Therefore, reddish brown-corrosion products
may be formed by oxidization after recovery onboard.

Enrichment using zero-valent iron particle medium
Six slime-like precipitates containing microbial commun‐

ities, corrosion products, and generated ore were collected
and inoculated into modified artificial seawater medium
with zero-valent iron particles. Cultivation was performed at
37, 50, and 70°C, and the dissolved iron concentration of
each vial was periodically measured.

In the cultivation at 70°C, the dissolved iron concentra‐
tion of the abiotic control was 4.3 mM, while those of the
enriched cultures reached 12.1–33.5 mM (Fig. 2A). These
concentrations increased linearly, and the acceleration ratio
against the abiotic control was 2.2- to 8.6-fold higher.

In the cultivation at 50°C, the accelerated dissolution of
iron was observed in all cultures (Fig. 2B). The dissolved
iron concentration of the abiotic control was 3.3 mM, while
those of the enriched cultures were 15.4–79.2 mM. There‐
fore, the degree of acceleration was divided into two levels:
1) a 30-fold increase for 50R01-1, 50R01-2, 50R03-2,
50R04-2, 50R05-1, and 50R05-2, and 2) a 4.3–13.7-fold
increase for the remaining cultures. In the cultures with
higher corrosion activity, the dissolved iron concentration
was 2- to 4-fold higher than that in the cultures at 70°C.
Dissolution in the 50R01-1, 50R04-2, 50R05-1, and
50R05-2 cultures showed a sigmoid curve, and extremely
rapid dissolution was observed (35.6–47.8 mM 7 days–1).

Since many mesophilic iron-corrosive microorganisms
have been reported, we also conducted a cultivation at 37°C.
The results obtained showed that the dissolved iron concen‐
tration of the abiotic control was 3.0 mM, while those of the
enriched cultures were 10.0–67.6 mM (Fig. 2C). Culture
37R03-1 showed accelerated dissolution during the early
cultivation phase, and the dissolution rate reached 45.8 mM
7 days–1. In contrast, 37R03-2, 37R05-1, and 37R05-2

Fig. 2. Changes in iron concentrations during the 1st enrichment cultivation at 70°C (A), 50°C (B), and 37°C (C). Open circles represent abiotic
controls: 70NC-1, 70NC-2, 50NC-1, 50NC-2, 37NC-1, and 37NC-2.
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in the majority of cultures (Fig. 6). In addition, the abun‐
dance of Proteobacteria and Planctomycetota sequences
was higher in the culture at 70°C. On the other hand,
Halanaerobiaeota members were observed in the cultures at
37 and 50°C, while Spirochaeotota sequences were only
detected in cultures at 37°C. In addition, Desulfobacterota
members, which are known to contain many SRB and are
associated with MIC, showed a minor population of only
0.02–1.32% in amplicon sequence compositions at all tem‐
peratures. These results suggest that four major taxa (Firmicutes,
Euryarchaeota, Proteobacteria, and Planctomycetota) con‐
tributed to the accelerated dissolution of iron observed in
enrichment cultivation.

Microbial community structures at the amplicon sequence
variant (ASV) level

Fig. 7 shows the relative abundance of the top 20 repre‐
sentatives and others at the ASV level. In all cultures,
except for 70R04-2 (58.0%), 70R07-1 (79.5%), 70R07-2
(71.7%), and 37R02-2 (71.1%), the sum of these repre‐
sentatives was higher than 80%. Of the top 20 repre‐

Fig. 5. Alpha- and beta-diversities of microbial communities. Chao1
(A) and Shannon (B) indices are represented as box-and-whisker plots.
(A) and (B) were calculated based on each cultivation temperature
(n=9, 12, and 8 for 37, 50, and 70°C, respectively). The line in the
middle of the box, top and bottom of the box, whiskers, and cross
symbols represent the median, 25 and 75 percentiles, min-to-max
values, and average, respectively. Principal coordinate analysis (PCoA)
plots based on unweighted UniFrac distances (C). Blue, red, and purple
symbols indicate cultures at 37, 50, and 70°C, respectively.

sentatives, three ASVs were assigned as “genus
Desulfallas-Sporotomaculum”-related bacteria. As a result
of the BLAST search using each representative sequence,
<97% homology was revealed in the following: “genus
Desulfallas-Sporotomaculum”, Desulfoscipio geothermicus
(NR_119245, 96.05%); “genus Desulfallas-Sporotomaculum
(BRH-c8a)”, D. geothermicus (NR_119245, 96.02%); and
“genus Desulfallas-Sporotomaculum (marine)”, and Desulfallas
thermosapovorans (NR_119247, 94.96%). Therefore, “genus
Desulfallas-Sporotomaculum” and “genus Desulfallas-
Sporotomaculum (BRH-c8a)” were denoted as Desulfoscipio-
related bacterium 1 and 2, respectively, and “genus
Desulfallas-Sporotomaculum (marine)” as Desulfallas-related
bacterium.

In the cultures at 70°C, the sequence of Lactobacillus sp.
was detected with the highest relative abundance (20.8–
49.6%) (Fig. 7). In addition, the sequence of another
Lactobacillus sp. was observed with 5.5–11.7% relative
abundance, and the sum of Lactobacillus sp. reached 24.7–
61.2%. On the other hand, the sequences of Thermococcus
sp. (11.0–49.4%), family Methanococcaceae (0.6–7.7%),
and an unassigned bacterium (5.7–12.3%) were also observed.

In the cultures at 50°C, the sequences of Brassicibacter
sp., family Methanococcaceae, Desulfohalotomaculum sp.,
Desulfotomaculum sp., Desulfallas-related bacterium,
Anoxybacter sp., Halocella sp., and Thioreducter sp. were
found in high abundance (Fig. 7). In cultures 50R01-1 and
50R01-2, the percentages of Brassicibacter sp. sequences
were 74.6 and 83.3%, respectively, while the sequences of
Desulfallas-related bacterium and Halocella sp. were also
detected, ranging from 4.3–13.2%. In 50R02-1, 50R02-2,
50R05-1, and 50R05-2, the sequence of Brassicibacter sp.
had the highest relative abundance (40.2–48.7%). In
50R02-1 and 50R02-2, the Desulfotomaculum sp. sequence
was the second most abundant (21.1 and 36.8%, respec‐
tively), followed by the sequence from the family
Methanococcaceae, which accounted for 14.8 and 14.6%,
respectively. However, in 50R05-1 and 50R05-2, the
sequence of Desulfallas-related bacterium was the second
highest (31.0–25.2%), and the sequences of family
Methanococcaceae and Thioreducter sp. were observed at
an abundance of 5.0–11.1%. In 50R03-2 and 50R04-2, the
abundance of the family Methanococcaceae sequence was
the highest (52.0 and 51.7%, respectively). In 50R07-1 and
50R07-2, the sequence of Desulfohalotomaculum sp. was
observed at the highest percentage (44.9%). Representative
microorganisms with the highest abundance in 50R03-1 and
50R04-1 were Anoxybacter sp. (32.2%) and the genus
Desulfallas-related bacterium (36.2%), respectively.

In the cultures at 37°C, the sequences of Desulfoscipio-
related bacterium 1 and 2, family Methanococcaceae,
Desulfallas-related bacterium, Brassicibacter sp., and
Sphaerochaeta sp. were detected as major representatives
(Fig. 7). In 37R01-1 and 37R01-2, Desulfoscipio-related
bacterium 2 and 1 showed the highest percentages (51.0 and
70.9%, respectively). In other cultures, the sequence of fam‐
ily Methanococcaceae was observed at a higher percentage
(22.9–54.0%). In addition, in 37R03-1, 37R03-2, 37R05-1,
and 37R05-2, the sequence of Desulfallas-related bacterium
was present at a higher percentage (20.6–47.0%). Moreover,
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H2; notably, culture 37R01-1 had 83.7 μmol of CH4 (Fig.
3H).

Relationship between iron dissolution and gas production
The electron equivalent for each reaction was calculated

according to the following equations:

Fe0→Fe2++2e– (Eq. 1)
2H++2e–→H2 (Eq. 2)
CO2+8H++8e–→CH4+2H2O (Eq. 3).

In the cultures at 70°C, each electron equivalent calculated
from the amount of iron dissolution and H2 generation was
similar across all cultures (Fig. 4A). The amount of elec‐
trons released from iron foil through iron dissolution corre‐
sponded to that consumed during H2 generation, according
to the following equation:

Fe0+2H+→Fe2++H2 (Eq. 4).

Therefore, these results indicate that corrosion at 70°C was
induced by an abiotic chemical reaction.

In the cultures at 50°C, the electron equivalents con‐
sumed for methane production were higher than those for
abiotic H2 generation. Notably, the electron equivalents con‐
sumed for methane production in cultures 50R02-1,
50R02-2, 50R04-1, and 50R04-2 were similar to those of
iron dissolution (Fig. 4B). In Eq. 1 and Eq. 3, this corrosion
reaction may be represented as follows:

4Fe0+CO2+8H+→4Fe2++CH4+2H2O (Eq. 5).

In contrast, other cultures showed accelerated dissolution
without methane production. These results indicated two
types of corrosion, namely, methanogenesis-dependent and
-independent types.

In the cultures at 37°C, those with higher acceleration
ratios showed similar levels of electron equivalents between
iron dissolution and methane production, according to Eq. 5;
however, these levels in cultures 37R01-1 and 37R01-2
were significantly different (Fig. 4C). The electron equiva‐

lent of iron dissolution in culture 37R01-2 was approxi‐
mately 3-fold higher than that of methane production,
indicating a mixture of methanogenesis-dependent and
-independent types. In contrast, in cultures 37R02-2,
37R07-1, and 37R07-2, which had low acceleration ratios
and weak methane production, the electron equivalents of
iron dissolution corresponded to those of methane produc‐
tion. Moreover, in cultures 37R02-1, 37R04-1, and
37R04-2, which had low acceleration ratios and weak H2
generation, the electron equivalents of H2 generation were
similar to those of the abiotic control, while those of iron
dissolution were slightly higher.

Alpha- and beta-diversities of microbial communities in
enriched cultures

Since differences were observed in accelerated dissolu‐
tion among the enriched cultures, amplicon sequencing was
conducted. Out of 36 enriched cultures, the microbial
communities in 29 cultures were analyzed because PCR
products were not obtained from the other 7 samples. In the
amplicon sequencing analysis, 1,905,643 reads were
obtained with a range of 52,187–84,068 reads after denois‐
ing and removing chimeric reads (Supplementary Table S1).
Using these reads, we calculated Chao1 and Shannon indi‐
ces as a measure of alpha-diversity. Chao1 and Shannon
indices in the enriched cultures at 70°C were 136–869 and
3.58–6.69, respectively, and were higher than those at 50
and 37°C (Fig. 5A and B, and Supplementary Table S1).
The principal coordinate analysis plot based on the weighted
UniFrac distance showed two clusters of cultures: one at
70°C and another at 37 and 50°C (Fig. 5C). This separation
was verified by PERMANOVA (70°C–50°C: P=0.001,
70°C–37°C: P=0.001, and 50°C–37°C: P=0.07). These
results suggest that unique microbial communities were
formed by enrichment in the cultures at 37 and 50°C.

Microbial community structures at the phylum level
Firmicutes and Euryarchaeota sequences were observed

Fig. 4. Electron equivalents for iron dissolution and H2 and CH4 generation at 70°C (A), 50°C (B), and 37°C (C). Purple and red arrows represent
H2-consumed-type and methanogenesis-type corrosion, respectively. NC represents the abiotic control.
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showed slow dissolution until 21 days and accelerated dis‐
solution (approximately 20 mM 7 days–1) in the late cultiva‐
tion phase.

Iron-corroding test using enriched cultures
To investigate the relationship between corrosion behav‐

ior and gas production, a corrosion test was conducted using
iron foil and enriched cultures. In the culture at 70°C, the
amount of iron dissolution from the iron foil was slightly
higher (<2-fold) than that of the abiotic control (Fig. 3A and
B). The generation of similar amounts of H2 was observed
in all cultures containing the abiotic control (Fig. 3C). In
contrast, methane was not detected in any of the samples
(Fig. 3D).

In the cultures at 50°C, the amount of dissolved iron in all
microbial cultures was higher than that in the abiotic control
(Fig. 3E), and the ratio of accelerated dissolution was 4- to
10-fold higher (Fig. 3F). Culture 50R04-2 showed the high‐
est ratio, reaching a 10.3-fold increase from the abiotic con‐
trol. Approximately 20 μmol of H2 was detected in the

abiotic control, whereas only trace amounts were present in
the other cultures (Fig. 3G). On the other hand, similar
amounts of methane were detected in cultures 50R02-1,
50R02-2, 50R04-1, and 50R04-2 (Fig. 3H).

In the cultures at 37°C, the amount of iron dissolution
was clearly divided into two levels: iron dissolution in cul‐
tures 37R02-1, 37R02-2, 37R04-1, 37R04-2, 37R07-1, and
37R07-2 was approximately 20 μmol, while that in cultures
37R01-1, 37R01-2, 37R03-1, 37R03-2, 37R05-1, and
37R05-2 ranged from 131 to 313 μmol (Fig. 3I). The cul‐
tures with higher iron dissolution activity showed accelera‐
tion ratios that were more than 20-fold higher than that of
the abiotic control (Fig. 3J). Notably, culture 37R01-2 had
an acceleration ratio that was approximately 50-fold higher.
In contrast, cultures with low activity showed only 2- to 5-
fold higher acceleration ratios than the abiotic control.
Approximately 10 μmol of H2 was detected in the abiotic
control, 37R02-1, 37R04-1, and 37R04-2, while only trace
amounts of H2 were detected in the other cultures (Fig. 3K).
Methane was detected in the cultures with trace amounts of

Fig. 3. Corrosion test using enriched cultures. Cultivation was conducted at 70°C (A, B, C, and D), 50°C (E, F, G, and H), and 37°C (I, J, K, and
L). After cultivation, iron concentrations (A, E, and I) and the amounts of H2 (C, G, and K) and CH4 (D, H, and L) were measured. Each corrosion
acceleration ratio (B, F, and J) was calculated from iron concentrations. NC represents the abiotic control.
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with magnetic beads as previously reported (Hirai et al., 2017).
Amplicon sequencing was conducted using an Illumina MiSeq
platform and MiSeq v3 reagent (Illumina) for 300-bp paired-end
reads, according to Illumina’s standard protocol.

Raw FASTQ files generated by MiSeq were analyzed using the
QIIME2 pipeline (Bolyen et al., 2019). Paired-end FASTQ files
were demultiplexed using a demux plugin based on their unique
barcodes (Caporaso et al., 2010). The demultiplexed sequences
from each sample were treated using the dada2 plugin to obtain the
feature table (Callahan et al., 2016). A feature-classifier plugin was
then used to align the feature sequences to a pretrained SILVA-138
99% database in order to generate the taxonomy table (Bokulich et
al., 2018). Data were rarefied prior to alpha- and beta-diversity
analyses using a depth of 40,565 reads. Diversity metrics were cal‐
culated and plotted using the core-diversity and emperor plugins,
respectively (Vázquez-Baeza et al., 2013). To assess differences
among the microbiomes of cultures at each temperature, a permu‐
tational multivariate analysis of variance (PERMANOVA) was
conducted, which utilized weighted UniFrac distances and was
performed with the qiime diversity beta-group significance tool.
Each processed file was visualized via QIIME2 View (https://
view.qiime2.org), and principal coordinate analysis plot data were
exported with the qiime tools.

The datasets generated for this study may be obtained from
NCBI using accession codes DRR426559–DRR426587.

Results

Corrosion behavior in the Kuroko-ore cultivation apparatus
During cultivation, fluid temperature in the Kuroko-ore

cultivation apparatus was monitored in the upper and basal
parts of the cultivation cell. The initial temperatures in the
upper and basal parts were approximately 250 and 300°C,
respectively (Fig. 1B). Fluid temperatures then suddenly
decreased to approximately 50 and 100°C, respectively. The
temperature in the upper part remained stable, whereas that
in the basal part increased again by approximately 200°C,
which was maintained for more than 6 months. Unfortu‐
nately, temperature measurements ceased in October 2017
because the memory of the P/T sensors reached their
capacity limits. After the 14.5-month cultivation, large
amounts of precipitates were observed within the cultivation
cell, and stainless-steel meshes to trap generated minerals
were severely corroded (Fig. 1C). The central part of each
stainless-steel mesh had completely dissolved and disap‐
peared. The remaining parts were also corroded, and their

color had changed to black or reddish brown. After the
removal of the stainless-steel meshes, large amounts of pre‐
cipitates were observed at the basal part, and the interior
wall of the cell had completely corroded (Fig. 1D). Since
the dissolved oxygen concentration within the reactor was
presumed to be nearly zero, mirroring that of the hydrother‐
mal fluid, corrosion was expected to proceed under anaero‐
bic conditions. Therefore, reddish brown-corrosion products
may be formed by oxidization after recovery onboard.

Enrichment using zero-valent iron particle medium
Six slime-like precipitates containing microbial commun‐

ities, corrosion products, and generated ore were collected
and inoculated into modified artificial seawater medium
with zero-valent iron particles. Cultivation was performed at
37, 50, and 70°C, and the dissolved iron concentration of
each vial was periodically measured.

In the cultivation at 70°C, the dissolved iron concentra‐
tion of the abiotic control was 4.3 mM, while those of the
enriched cultures reached 12.1–33.5 mM (Fig. 2A). These
concentrations increased linearly, and the acceleration ratio
against the abiotic control was 2.2- to 8.6-fold higher.

In the cultivation at 50°C, the accelerated dissolution of
iron was observed in all cultures (Fig. 2B). The dissolved
iron concentration of the abiotic control was 3.3 mM, while
those of the enriched cultures were 15.4–79.2 mM. There‐
fore, the degree of acceleration was divided into two levels:
1) a 30-fold increase for 50R01-1, 50R01-2, 50R03-2,
50R04-2, 50R05-1, and 50R05-2, and 2) a 4.3–13.7-fold
increase for the remaining cultures. In the cultures with
higher corrosion activity, the dissolved iron concentration
was 2- to 4-fold higher than that in the cultures at 70°C.
Dissolution in the 50R01-1, 50R04-2, 50R05-1, and
50R05-2 cultures showed a sigmoid curve, and extremely
rapid dissolution was observed (35.6–47.8 mM 7 days–1).

Since many mesophilic iron-corrosive microorganisms
have been reported, we also conducted a cultivation at 37°C.
The results obtained showed that the dissolved iron concen‐
tration of the abiotic control was 3.0 mM, while those of the
enriched cultures were 10.0–67.6 mM (Fig. 2C). Culture
37R03-1 showed accelerated dissolution during the early
cultivation phase, and the dissolution rate reached 45.8 mM
7 days–1. In contrast, 37R03-2, 37R05-1, and 37R05-2

Fig. 2. Changes in iron concentrations during the 1st enrichment cultivation at 70°C (A), 50°C (B), and 37°C (C). Open circles represent abiotic
controls: 70NC-1, 70NC-2, 50NC-1, 50NC-2, 37NC-1, and 37NC-2.
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in the majority of cultures (Fig. 6). In addition, the abun‐
dance of Proteobacteria and Planctomycetota sequences
was higher in the culture at 70°C. On the other hand,
Halanaerobiaeota members were observed in the cultures at
37 and 50°C, while Spirochaeotota sequences were only
detected in cultures at 37°C. In addition, Desulfobacterota
members, which are known to contain many SRB and are
associated with MIC, showed a minor population of only
0.02–1.32% in amplicon sequence compositions at all tem‐
peratures. These results suggest that four major taxa (Firmicutes,
Euryarchaeota, Proteobacteria, and Planctomycetota) con‐
tributed to the accelerated dissolution of iron observed in
enrichment cultivation.

Microbial community structures at the amplicon sequence
variant (ASV) level

Fig. 7 shows the relative abundance of the top 20 repre‐
sentatives and others at the ASV level. In all cultures,
except for 70R04-2 (58.0%), 70R07-1 (79.5%), 70R07-2
(71.7%), and 37R02-2 (71.1%), the sum of these repre‐
sentatives was higher than 80%. Of the top 20 repre‐

Fig. 5. Alpha- and beta-diversities of microbial communities. Chao1
(A) and Shannon (B) indices are represented as box-and-whisker plots.
(A) and (B) were calculated based on each cultivation temperature
(n=9, 12, and 8 for 37, 50, and 70°C, respectively). The line in the
middle of the box, top and bottom of the box, whiskers, and cross
symbols represent the median, 25 and 75 percentiles, min-to-max
values, and average, respectively. Principal coordinate analysis (PCoA)
plots based on unweighted UniFrac distances (C). Blue, red, and purple
symbols indicate cultures at 37, 50, and 70°C, respectively.

sentatives, three ASVs were assigned as “genus
Desulfallas-Sporotomaculum”-related bacteria. As a result
of the BLAST search using each representative sequence,
<97% homology was revealed in the following: “genus
Desulfallas-Sporotomaculum”, Desulfoscipio geothermicus
(NR_119245, 96.05%); “genus Desulfallas-Sporotomaculum
(BRH-c8a)”, D. geothermicus (NR_119245, 96.02%); and
“genus Desulfallas-Sporotomaculum (marine)”, and Desulfallas
thermosapovorans (NR_119247, 94.96%). Therefore, “genus
Desulfallas-Sporotomaculum” and “genus Desulfallas-
Sporotomaculum (BRH-c8a)” were denoted as Desulfoscipio-
related bacterium 1 and 2, respectively, and “genus
Desulfallas-Sporotomaculum (marine)” as Desulfallas-related
bacterium.

In the cultures at 70°C, the sequence of Lactobacillus sp.
was detected with the highest relative abundance (20.8–
49.6%) (Fig. 7). In addition, the sequence of another
Lactobacillus sp. was observed with 5.5–11.7% relative
abundance, and the sum of Lactobacillus sp. reached 24.7–
61.2%. On the other hand, the sequences of Thermococcus
sp. (11.0–49.4%), family Methanococcaceae (0.6–7.7%),
and an unassigned bacterium (5.7–12.3%) were also observed.

In the cultures at 50°C, the sequences of Brassicibacter
sp., family Methanococcaceae, Desulfohalotomaculum sp.,
Desulfotomaculum sp., Desulfallas-related bacterium,
Anoxybacter sp., Halocella sp., and Thioreducter sp. were
found in high abundance (Fig. 7). In cultures 50R01-1 and
50R01-2, the percentages of Brassicibacter sp. sequences
were 74.6 and 83.3%, respectively, while the sequences of
Desulfallas-related bacterium and Halocella sp. were also
detected, ranging from 4.3–13.2%. In 50R02-1, 50R02-2,
50R05-1, and 50R05-2, the sequence of Brassicibacter sp.
had the highest relative abundance (40.2–48.7%). In
50R02-1 and 50R02-2, the Desulfotomaculum sp. sequence
was the second most abundant (21.1 and 36.8%, respec‐
tively), followed by the sequence from the family
Methanococcaceae, which accounted for 14.8 and 14.6%,
respectively. However, in 50R05-1 and 50R05-2, the
sequence of Desulfallas-related bacterium was the second
highest (31.0–25.2%), and the sequences of family
Methanococcaceae and Thioreducter sp. were observed at
an abundance of 5.0–11.1%. In 50R03-2 and 50R04-2, the
abundance of the family Methanococcaceae sequence was
the highest (52.0 and 51.7%, respectively). In 50R07-1 and
50R07-2, the sequence of Desulfohalotomaculum sp. was
observed at the highest percentage (44.9%). Representative
microorganisms with the highest abundance in 50R03-1 and
50R04-1 were Anoxybacter sp. (32.2%) and the genus
Desulfallas-related bacterium (36.2%), respectively.

In the cultures at 37°C, the sequences of Desulfoscipio-
related bacterium 1 and 2, family Methanococcaceae,
Desulfallas-related bacterium, Brassicibacter sp., and
Sphaerochaeta sp. were detected as major representatives
(Fig. 7). In 37R01-1 and 37R01-2, Desulfoscipio-related
bacterium 2 and 1 showed the highest percentages (51.0 and
70.9%, respectively). In other cultures, the sequence of fam‐
ily Methanococcaceae was observed at a higher percentage
(22.9–54.0%). In addition, in 37R03-1, 37R03-2, 37R05-1,
and 37R05-2, the sequence of Desulfallas-related bacterium
was present at a higher percentage (20.6–47.0%). Moreover,
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H2; notably, culture 37R01-1 had 83.7 μmol of CH4 (Fig.
3H).

Relationship between iron dissolution and gas production
The electron equivalent for each reaction was calculated

according to the following equations:

Fe0→Fe2++2e– (Eq. 1)
2H++2e–→H2 (Eq. 2)
CO2+8H++8e–→CH4+2H2O (Eq. 3).

In the cultures at 70°C, each electron equivalent calculated
from the amount of iron dissolution and H2 generation was
similar across all cultures (Fig. 4A). The amount of elec‐
trons released from iron foil through iron dissolution corre‐
sponded to that consumed during H2 generation, according
to the following equation:

Fe0+2H+→Fe2++H2 (Eq. 4).

Therefore, these results indicate that corrosion at 70°C was
induced by an abiotic chemical reaction.

In the cultures at 50°C, the electron equivalents con‐
sumed for methane production were higher than those for
abiotic H2 generation. Notably, the electron equivalents con‐
sumed for methane production in cultures 50R02-1,
50R02-2, 50R04-1, and 50R04-2 were similar to those of
iron dissolution (Fig. 4B). In Eq. 1 and Eq. 3, this corrosion
reaction may be represented as follows:

4Fe0+CO2+8H+→4Fe2++CH4+2H2O (Eq. 5).

In contrast, other cultures showed accelerated dissolution
without methane production. These results indicated two
types of corrosion, namely, methanogenesis-dependent and
-independent types.

In the cultures at 37°C, those with higher acceleration
ratios showed similar levels of electron equivalents between
iron dissolution and methane production, according to Eq. 5;
however, these levels in cultures 37R01-1 and 37R01-2
were significantly different (Fig. 4C). The electron equiva‐

lent of iron dissolution in culture 37R01-2 was approxi‐
mately 3-fold higher than that of methane production,
indicating a mixture of methanogenesis-dependent and
-independent types. In contrast, in cultures 37R02-2,
37R07-1, and 37R07-2, which had low acceleration ratios
and weak methane production, the electron equivalents of
iron dissolution corresponded to those of methane produc‐
tion. Moreover, in cultures 37R02-1, 37R04-1, and
37R04-2, which had low acceleration ratios and weak H2
generation, the electron equivalents of H2 generation were
similar to those of the abiotic control, while those of iron
dissolution were slightly higher.

Alpha- and beta-diversities of microbial communities in
enriched cultures

Since differences were observed in accelerated dissolu‐
tion among the enriched cultures, amplicon sequencing was
conducted. Out of 36 enriched cultures, the microbial
communities in 29 cultures were analyzed because PCR
products were not obtained from the other 7 samples. In the
amplicon sequencing analysis, 1,905,643 reads were
obtained with a range of 52,187–84,068 reads after denois‐
ing and removing chimeric reads (Supplementary Table S1).
Using these reads, we calculated Chao1 and Shannon indi‐
ces as a measure of alpha-diversity. Chao1 and Shannon
indices in the enriched cultures at 70°C were 136–869 and
3.58–6.69, respectively, and were higher than those at 50
and 37°C (Fig. 5A and B, and Supplementary Table S1).
The principal coordinate analysis plot based on the weighted
UniFrac distance showed two clusters of cultures: one at
70°C and another at 37 and 50°C (Fig. 5C). This separation
was verified by PERMANOVA (70°C–50°C: P=0.001,
70°C–37°C: P=0.001, and 50°C–37°C: P=0.07). These
results suggest that unique microbial communities were
formed by enrichment in the cultures at 37 and 50°C.

Microbial community structures at the phylum level
Firmicutes and Euryarchaeota sequences were observed

Fig. 4. Electron equivalents for iron dissolution and H2 and CH4 generation at 70°C (A), 50°C (B), and 37°C (C). Purple and red arrows represent
H2-consumed-type and methanogenesis-type corrosion, respectively. NC represents the abiotic control.
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based corrosion tests confirmed the occurrence of MIC at 50
and 37°C, while no significant MIC was evident at 70°C.

Microorganisms associated with MIC at 50°C
In the culture-based corrosion test at 50°C, two types of

MIC were observed: a methanogenic type and non-
methanogenic type. The methanogenic type was detected in
cultures 50R02-1, 50R02-2, 50R04-1, and 50R04-2. The
electron equivalents consumed for methane production in
these cultures were similar to those used for iron dissolu‐
tion, as indicated by Eq. 5. However, these equivalents were
2- to 4-fold higher than those consumed for H2 generation in
the abiotic control (Fig. 4). Accelerated corrosion cannot be
explained by only methane production based on the con‐
sumption of H2 resulting from chemical corrosion, as
denoted in Eq. 4. Therefore, we classified accelerated corro‐
sion as methanogenic-type MIC. Methanogenic metabolism
appears to directly correlate with the accelerated dissolution
of iron. It is important to note that MIC by some methano‐
gens has already been reported (Dinh et al., 2004; Mori et
al., 2010; Uchiyama et al., 2010; Hirano et al., 2022).

Although family Methanococcaceae sequences were
observed in almost all cultures at 50°C, the acceleration ratios
in methanogenesis-dependent corrosion positively corre‐
lated with the relative abundance of the archaeal sequences
(Fig. 8A). A BLAST search using the representative se‐
quence of the family Methanococcaceae observed in these
cultures revealed the highest identity with the thermo‐
philic, hydrogenotrophic methanogen, Methanothermococcus
okinawensis strain IH-1 (accession number NR_102915,
100% identity). Since a culture strain of M. okinawensis was
isolated from the hydrothermal chimney in the same deep-
sea hydrothermal field (Takai et al., 2002), the detection of
this archaeon appears to be reasonable. Although MIC by
the genera Methanobacterium and Methanococcus has been
reported (Dinh et al., 2004; Mori et al., 2010, Uchiyama et
al., 2010, Hirano et al., 2022), there is currently no informa‐
tion on MIC by the genus Methanothermococcus.

In addition to the family Methanococcaceae-related
archaeon, a positive correlation was observed between the
percentage of Thioreductor sp. sequences and acceleration
ratios (Fig. 8B). The BLAST search, using the representa‐
tive sequence of Thioreductor sp., showed the highest

identity with the mesophilic, sulfate-reducing bacterium,
Thioreductor micantisoli BKB25Ts-Y (accession number
NR_041022, 98.11% identity). Although T. micantisoli
BKB25Ts-Y was isolated from sediment near a hydrother‐
mal vent in the same deep-sea field (Nakagawa et al., 2005),
this strain cannot grow at 50°C, which was the temperature
in the enrichment and corrosion test. Therefore, the
Thioreductor sequence observed in the culture may be a
moderately thermophilic bacterium related to T. micantisoli.
Similar to the family Methanococcaceae-related bacterium,
there is currently no information on MIC by the genus
Thioreductor.

The sequences of family Methanococcaceae and
Thioreductor sp. were detected in the majority of cultures at
50°C. Additionally, a positive correlation was observed
between the percentages of these sequences and accel‐
eration ratios in methane-producing cultures. Therefore,
methanogenic-type corrosion may result from the coopera‐
tive activity of methanogens and SRB, classifying them
to methanogen–sulfate-reducing bacteria cooperative-
type corrosion. In support of this result, corrosion by
Methanococcus maripaludis KA1 was enhanced by a co-
cultivation with SRB (Wakai, 2020). According to the pro‐
posed model, coexisting SRB have the capacity to generate
hydrogen sulfide, which subsequently reacts with iron
carbonate, a corrosion byproduct in MIC facilitated by
iron-corrosive methanogens. This reaction generates electro-
conductive iron sulfide and releases carbonate ions. Iron-
corrosive methanogens then utilize dissolved inorganic
carbon released from the inert corrosion product as their
methanogenic substrate. Iron-corrosive M. maripaludis
KA1 and OS7 have an extracellular hydrogenase, which
is homologous to the hydrogenase from the genus
Methanobacterium and, thus, accelerated corrosion by these
methanogens is considered to be the EMIC type based on
the extracellular hydrogenase (Tsurumaru et al., 2018).
Therefore, the family Methanococcaceae member enriched
in the cultivation test may also possess a similar corrosion
mechanism. Alternatively, corrosion through electrosyntro‐
phic metabolism has been proposed. Based on previous
findings showing electrosyntrophic growth in micro‐
organisms with electrochemical activity (Kato et al., 2012),
the co-existence of the family Methanococcaceae and

Fig. 8. Relationship between the acceleration ratio and relative abundance of family Methanococcaceae (A) and Thioreductor sp. (B) in the
cultivation at 50°C. Red and black symbols represent methanogenic and non-methanogenic types, respectively. Circle, triangle, square, rhombus,
cross, and plus represent samples R01, R02, R03, R04, R05, and R07, respectively.
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the sequence of Brassicibacter sp. was only observed in
37R01-1, 37R01-2, 37R02-2, 37R03-1, and 37R03-2. In
contrast, the relative abundance of the Sphaerochaeta sp.
sequence was lower in these cultures than in the remaining
cultures.

Discussion

In the present study, we investigated microbial popula‐
tions and their role in MIC by examining corrosion precipi‐
tates in a deep-sea hydrothermal environment. Our culture-

Fig. 6. Relative abundance (phylum level) of microorganisms in each sample.

Fig. 7. Relative abundance (ASV level) of microorganisms in each sample.
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in the majority of cultures (Fig. 6). In addition, the abun‐
dance of Proteobacteria and Planctomycetota sequences
was higher in the culture at 70°C. On the other hand,
Halanaerobiaeota members were observed in the cultures at
37 and 50°C, while Spirochaeotota sequences were only
detected in cultures at 37°C. In addition, Desulfobacterota
members, which are known to contain many SRB and are
associated with MIC, showed a minor population of only
0.02–1.32% in amplicon sequence compositions at all tem‐
peratures. These results suggest that four major taxa (Firmicutes,
Euryarchaeota, Proteobacteria, and Planctomycetota) con‐
tributed to the accelerated dissolution of iron observed in
enrichment cultivation.

Microbial community structures at the amplicon sequence
variant (ASV) level

Fig. 7 shows the relative abundance of the top 20 repre‐
sentatives and others at the ASV level. In all cultures,
except for 70R04-2 (58.0%), 70R07-1 (79.5%), 70R07-2
(71.7%), and 37R02-2 (71.1%), the sum of these repre‐
sentatives was higher than 80%. Of the top 20 repre‐

Fig. 5. Alpha- and beta-diversities of microbial communities. Chao1
(A) and Shannon (B) indices are represented as box-and-whisker plots.
(A) and (B) were calculated based on each cultivation temperature
(n=9, 12, and 8 for 37, 50, and 70°C, respectively). The line in the
middle of the box, top and bottom of the box, whiskers, and cross
symbols represent the median, 25 and 75 percentiles, min-to-max
values, and average, respectively. Principal coordinate analysis (PCoA)
plots based on unweighted UniFrac distances (C). Blue, red, and purple
symbols indicate cultures at 37, 50, and 70°C, respectively.

sentatives, three ASVs were assigned as “genus
Desulfallas-Sporotomaculum”-related bacteria. As a result
of the BLAST search using each representative sequence,
<97% homology was revealed in the following: “genus
Desulfallas-Sporotomaculum”, Desulfoscipio geothermicus
(NR_119245, 96.05%); “genus Desulfallas-Sporotomaculum
(BRH-c8a)”, D. geothermicus (NR_119245, 96.02%); and
“genus Desulfallas-Sporotomaculum (marine)”, and Desulfallas
thermosapovorans (NR_119247, 94.96%). Therefore, “genus
Desulfallas-Sporotomaculum” and “genus Desulfallas-
Sporotomaculum (BRH-c8a)” were denoted as Desulfoscipio-
related bacterium 1 and 2, respectively, and “genus
Desulfallas-Sporotomaculum (marine)” as Desulfallas-related
bacterium.

In the cultures at 70°C, the sequence of Lactobacillus sp.
was detected with the highest relative abundance (20.8–
49.6%) (Fig. 7). In addition, the sequence of another
Lactobacillus sp. was observed with 5.5–11.7% relative
abundance, and the sum of Lactobacillus sp. reached 24.7–
61.2%. On the other hand, the sequences of Thermococcus
sp. (11.0–49.4%), family Methanococcaceae (0.6–7.7%),
and an unassigned bacterium (5.7–12.3%) were also observed.

In the cultures at 50°C, the sequences of Brassicibacter
sp., family Methanococcaceae, Desulfohalotomaculum sp.,
Desulfotomaculum sp., Desulfallas-related bacterium,
Anoxybacter sp., Halocella sp., and Thioreducter sp. were
found in high abundance (Fig. 7). In cultures 50R01-1 and
50R01-2, the percentages of Brassicibacter sp. sequences
were 74.6 and 83.3%, respectively, while the sequences of
Desulfallas-related bacterium and Halocella sp. were also
detected, ranging from 4.3–13.2%. In 50R02-1, 50R02-2,
50R05-1, and 50R05-2, the sequence of Brassicibacter sp.
had the highest relative abundance (40.2–48.7%). In
50R02-1 and 50R02-2, the Desulfotomaculum sp. sequence
was the second most abundant (21.1 and 36.8%, respec‐
tively), followed by the sequence from the family
Methanococcaceae, which accounted for 14.8 and 14.6%,
respectively. However, in 50R05-1 and 50R05-2, the
sequence of Desulfallas-related bacterium was the second
highest (31.0–25.2%), and the sequences of family
Methanococcaceae and Thioreducter sp. were observed at
an abundance of 5.0–11.1%. In 50R03-2 and 50R04-2, the
abundance of the family Methanococcaceae sequence was
the highest (52.0 and 51.7%, respectively). In 50R07-1 and
50R07-2, the sequence of Desulfohalotomaculum sp. was
observed at the highest percentage (44.9%). Representative
microorganisms with the highest abundance in 50R03-1 and
50R04-1 were Anoxybacter sp. (32.2%) and the genus
Desulfallas-related bacterium (36.2%), respectively.

In the cultures at 37°C, the sequences of Desulfoscipio-
related bacterium 1 and 2, family Methanococcaceae,
Desulfallas-related bacterium, Brassicibacter sp., and
Sphaerochaeta sp. were detected as major representatives
(Fig. 7). In 37R01-1 and 37R01-2, Desulfoscipio-related
bacterium 2 and 1 showed the highest percentages (51.0 and
70.9%, respectively). In other cultures, the sequence of fam‐
ily Methanococcaceae was observed at a higher percentage
(22.9–54.0%). In addition, in 37R03-1, 37R03-2, 37R05-1,
and 37R05-2, the sequence of Desulfallas-related bacterium
was present at a higher percentage (20.6–47.0%). Moreover,
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H2; notably, culture 37R01-1 had 83.7 μmol of CH4 (Fig.
3H).

Relationship between iron dissolution and gas production
The electron equivalent for each reaction was calculated

according to the following equations:

Fe0→Fe2++2e– (Eq. 1)
2H++2e–→H2 (Eq. 2)
CO2+8H++8e–→CH4+2H2O (Eq. 3).

In the cultures at 70°C, each electron equivalent calculated
from the amount of iron dissolution and H2 generation was
similar across all cultures (Fig. 4A). The amount of elec‐
trons released from iron foil through iron dissolution corre‐
sponded to that consumed during H2 generation, according
to the following equation:

Fe0+2H+→Fe2++H2 (Eq. 4).

Therefore, these results indicate that corrosion at 70°C was
induced by an abiotic chemical reaction.

In the cultures at 50°C, the electron equivalents con‐
sumed for methane production were higher than those for
abiotic H2 generation. Notably, the electron equivalents con‐
sumed for methane production in cultures 50R02-1,
50R02-2, 50R04-1, and 50R04-2 were similar to those of
iron dissolution (Fig. 4B). In Eq. 1 and Eq. 3, this corrosion
reaction may be represented as follows:

4Fe0+CO2+8H+→4Fe2++CH4+2H2O (Eq. 5).

In contrast, other cultures showed accelerated dissolution
without methane production. These results indicated two
types of corrosion, namely, methanogenesis-dependent and
-independent types.

In the cultures at 37°C, those with higher acceleration
ratios showed similar levels of electron equivalents between
iron dissolution and methane production, according to Eq. 5;
however, these levels in cultures 37R01-1 and 37R01-2
were significantly different (Fig. 4C). The electron equiva‐

lent of iron dissolution in culture 37R01-2 was approxi‐
mately 3-fold higher than that of methane production,
indicating a mixture of methanogenesis-dependent and
-independent types. In contrast, in cultures 37R02-2,
37R07-1, and 37R07-2, which had low acceleration ratios
and weak methane production, the electron equivalents of
iron dissolution corresponded to those of methane produc‐
tion. Moreover, in cultures 37R02-1, 37R04-1, and
37R04-2, which had low acceleration ratios and weak H2
generation, the electron equivalents of H2 generation were
similar to those of the abiotic control, while those of iron
dissolution were slightly higher.

Alpha- and beta-diversities of microbial communities in
enriched cultures

Since differences were observed in accelerated dissolu‐
tion among the enriched cultures, amplicon sequencing was
conducted. Out of 36 enriched cultures, the microbial
communities in 29 cultures were analyzed because PCR
products were not obtained from the other 7 samples. In the
amplicon sequencing analysis, 1,905,643 reads were
obtained with a range of 52,187–84,068 reads after denois‐
ing and removing chimeric reads (Supplementary Table S1).
Using these reads, we calculated Chao1 and Shannon indi‐
ces as a measure of alpha-diversity. Chao1 and Shannon
indices in the enriched cultures at 70°C were 136–869 and
3.58–6.69, respectively, and were higher than those at 50
and 37°C (Fig. 5A and B, and Supplementary Table S1).
The principal coordinate analysis plot based on the weighted
UniFrac distance showed two clusters of cultures: one at
70°C and another at 37 and 50°C (Fig. 5C). This separation
was verified by PERMANOVA (70°C–50°C: P=0.001,
70°C–37°C: P=0.001, and 50°C–37°C: P=0.07). These
results suggest that unique microbial communities were
formed by enrichment in the cultures at 37 and 50°C.

Microbial community structures at the phylum level
Firmicutes and Euryarchaeota sequences were observed

Fig. 4. Electron equivalents for iron dissolution and H2 and CH4 generation at 70°C (A), 50°C (B), and 37°C (C). Purple and red arrows represent
H2-consumed-type and methanogenesis-type corrosion, respectively. NC represents the abiotic control.

Wakai et al.

6 / 12 Article ME23089 29



based corrosion tests confirmed the occurrence of MIC at 50
and 37°C, while no significant MIC was evident at 70°C.

Microorganisms associated with MIC at 50°C
In the culture-based corrosion test at 50°C, two types of

MIC were observed: a methanogenic type and non-
methanogenic type. The methanogenic type was detected in
cultures 50R02-1, 50R02-2, 50R04-1, and 50R04-2. The
electron equivalents consumed for methane production in
these cultures were similar to those used for iron dissolu‐
tion, as indicated by Eq. 5. However, these equivalents were
2- to 4-fold higher than those consumed for H2 generation in
the abiotic control (Fig. 4). Accelerated corrosion cannot be
explained by only methane production based on the con‐
sumption of H2 resulting from chemical corrosion, as
denoted in Eq. 4. Therefore, we classified accelerated corro‐
sion as methanogenic-type MIC. Methanogenic metabolism
appears to directly correlate with the accelerated dissolution
of iron. It is important to note that MIC by some methano‐
gens has already been reported (Dinh et al., 2004; Mori et
al., 2010; Uchiyama et al., 2010; Hirano et al., 2022).

Although family Methanococcaceae sequences were
observed in almost all cultures at 50°C, the acceleration ratios
in methanogenesis-dependent corrosion positively corre‐
lated with the relative abundance of the archaeal sequences
(Fig. 8A). A BLAST search using the representative se‐
quence of the family Methanococcaceae observed in these
cultures revealed the highest identity with the thermo‐
philic, hydrogenotrophic methanogen, Methanothermococcus
okinawensis strain IH-1 (accession number NR_102915,
100% identity). Since a culture strain of M. okinawensis was
isolated from the hydrothermal chimney in the same deep-
sea hydrothermal field (Takai et al., 2002), the detection of
this archaeon appears to be reasonable. Although MIC by
the genera Methanobacterium and Methanococcus has been
reported (Dinh et al., 2004; Mori et al., 2010, Uchiyama et
al., 2010, Hirano et al., 2022), there is currently no informa‐
tion on MIC by the genus Methanothermococcus.

In addition to the family Methanococcaceae-related
archaeon, a positive correlation was observed between the
percentage of Thioreductor sp. sequences and acceleration
ratios (Fig. 8B). The BLAST search, using the representa‐
tive sequence of Thioreductor sp., showed the highest

identity with the mesophilic, sulfate-reducing bacterium,
Thioreductor micantisoli BKB25Ts-Y (accession number
NR_041022, 98.11% identity). Although T. micantisoli
BKB25Ts-Y was isolated from sediment near a hydrother‐
mal vent in the same deep-sea field (Nakagawa et al., 2005),
this strain cannot grow at 50°C, which was the temperature
in the enrichment and corrosion test. Therefore, the
Thioreductor sequence observed in the culture may be a
moderately thermophilic bacterium related to T. micantisoli.
Similar to the family Methanococcaceae-related bacterium,
there is currently no information on MIC by the genus
Thioreductor.

The sequences of family Methanococcaceae and
Thioreductor sp. were detected in the majority of cultures at
50°C. Additionally, a positive correlation was observed
between the percentages of these sequences and accel‐
eration ratios in methane-producing cultures. Therefore,
methanogenic-type corrosion may result from the coopera‐
tive activity of methanogens and SRB, classifying them
to methanogen–sulfate-reducing bacteria cooperative-
type corrosion. In support of this result, corrosion by
Methanococcus maripaludis KA1 was enhanced by a co-
cultivation with SRB (Wakai, 2020). According to the pro‐
posed model, coexisting SRB have the capacity to generate
hydrogen sulfide, which subsequently reacts with iron
carbonate, a corrosion byproduct in MIC facilitated by
iron-corrosive methanogens. This reaction generates electro-
conductive iron sulfide and releases carbonate ions. Iron-
corrosive methanogens then utilize dissolved inorganic
carbon released from the inert corrosion product as their
methanogenic substrate. Iron-corrosive M. maripaludis
KA1 and OS7 have an extracellular hydrogenase, which
is homologous to the hydrogenase from the genus
Methanobacterium and, thus, accelerated corrosion by these
methanogens is considered to be the EMIC type based on
the extracellular hydrogenase (Tsurumaru et al., 2018).
Therefore, the family Methanococcaceae member enriched
in the cultivation test may also possess a similar corrosion
mechanism. Alternatively, corrosion through electrosyntro‐
phic metabolism has been proposed. Based on previous
findings showing electrosyntrophic growth in micro‐
organisms with electrochemical activity (Kato et al., 2012),
the co-existence of the family Methanococcaceae and

Fig. 8. Relationship between the acceleration ratio and relative abundance of family Methanococcaceae (A) and Thioreductor sp. (B) in the
cultivation at 50°C. Red and black symbols represent methanogenic and non-methanogenic types, respectively. Circle, triangle, square, rhombus,
cross, and plus represent samples R01, R02, R03, R04, R05, and R07, respectively.
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the sequence of Brassicibacter sp. was only observed in
37R01-1, 37R01-2, 37R02-2, 37R03-1, and 37R03-2. In
contrast, the relative abundance of the Sphaerochaeta sp.
sequence was lower in these cultures than in the remaining
cultures.

Discussion

In the present study, we investigated microbial popula‐
tions and their role in MIC by examining corrosion precipi‐
tates in a deep-sea hydrothermal environment. Our culture-

Fig. 6. Relative abundance (phylum level) of microorganisms in each sample.

Fig. 7. Relative abundance (ASV level) of microorganisms in each sample.
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while Firmicutes-SRB significantly accelerated corrosion at
37°C. While a quantitative assessment of the contribution of
these microorganisms to corrosion is required, these micro‐
organisms appear to play an important role in MIC in
natural environments. However, previous studies on MIC
primarily focused on sulfur-metabolizing bacteria in cold
deep-sea environments. The present results provide insights
into MIC in warm and hot deep-sea environments, bridging
the gap in the literature and providing valuable insights for
future research in this field.
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Thioreductor sp. observed in the enriched cultures may be
mutually beneficial via electrosyntrophic energy metabolism
during the corrosion process.

Non-methanogenic corrosion was also observed. In these
cultures, the percentage of specific representative microor‐
ganisms did not correlate with acceleration ratios (Supple‐
mentary Fig. S2A). In cultures 50R01-1 and 50R01-2,
Brassicibacter sp. was significantly enriched (Fig. 7). How‐
ever, the presence of this bacterium may not directly corre‐
late with the corrosion process based on our BLAST search
results. This search revealed that Brassicibacter sp. is
closely related to the mesophilic heterotroph, Brassicibacter
mesophilus (accession number NR_10884, 99.73%), which
does not possess the ability to utilize reduced sulfur com‐
pounds or known EET systems (Fang et al., 2012). In addi‐
tion, the sequence of Brassicibacter sp. was detected at a
relatively high abundance in cultures 50R02-1, 50R02-2,
50R05-1, and 50R05-2, among which 50R02-1 and
50R02-2 are methanogenic-type MIC. These results indicate
that Brassicibacter sp. is irrelevant to the acceleration of
corrosion. On the other hand, SRB, such as Desulfallas-
related bacterium, Desulfohalotomaculum sp., and
Thioreductor sp., were detected in non-methanogenic-type
corrosion (Fig. 7). Therefore, these SRB may accelerate cor‐
rosion through the CMIC or EMIC system.

Microorganisms associated with MIC at 37°C
Six cultures showed highly accelerated methanogenic-

type corrosion: 37R01-1, 37R01-2, 37R03-1, 37R03-2,
37R05-1, and 37R05-2 (Fig. 3 and 4). However, the abun‐
dance of family Methanococcaceae sequences negatively
correlated with the acceleration ratio (Fig. 9A). Therefore,
methanogenic energy metabolism may have contributed to
some of the corrosion process, while other forms of micro‐
bial metabolism may have enhanced this process. In culture
37R01-2, which exhibited low methane production relative
to the acceleration ratio, the sequence of Desulfoscipio-
related bacterium 1 accounted for 70.9% of the microbial
community’s composition (Fig. 7). In addition, the sequen‐
ces of other SRB, such as Desulfoscipio-related bacterium 2
and Desulfallas-related bacterium, were observed at higher
percentages in the cultures with high acceleration ratios
(Fig. 7). Although these SRB and other abundant microor‐
ganisms did not show a positive correlation with the acceler‐

ation ratio (Supplementary Fig. S2B), the sum of the
percentages of these three SRB positively correlated with
the acceleration ratio (Fig. 9B). Therefore, these SRB and
members of family Methanococcaceae may be key players
and electron consumers, respectively, in accelerated corro‐
sion at 37°C.

The aforementioned SRB belong to the phylum
Firmicutes, whereas the representative SRB related to MIC
in many previous studies are members of the phylum
Desulfobacterota, including the genus Desulfovibrio
(Enning et al., 2012; Waite et al., 2020). Of these,
Desulfovibrio ferrophilus and Desulfopila corrodens were
shown to significantly accelerate corrosion through EMIC
via EET (Dinh et al., 2004; Enning et al., 2012; Enning and
Garrelfs, 2014; Kato et al., 2016), and multi-heme-type
outer membrane cytochromes played an important role. In
addition, MIC by Desulfovibrio vulgaris has been demon‐
strated, and this microorganism has also been shown to
induce CMIC-type corrosion because it lacks the outer
membrane cytochrome required for EET. The relative spe‐
cies of Firmicutes-SRB enriched in our cultures included D.
geothermicus (accession number NR_119245, 96.0% iden‐
tity) and D. thermosapovorans (accession number
NR_119247, 94.96% identity). Although their genome
sequences have been analyzed, homologues of the outer
membrane cytochrome have yet to be annotated, indicating
that Firmicutes-SRB may not participate in EMIC-type cor‐
rosion. However, the acceleration ratios in these cultures
were 20- to 49.6-fold higher than those of the abiotic con‐
trol, and this significantly higher corrosive activity is diffi‐
cult to explain through the corrosion mechanism of CMIC.
Since biogenic iron sulfide nanoparticles have been shown
to enhance EET (Deng et al., 2020), in Firmicutes-SRB
enriched cultures, these microorganisms may acquire EET
through a similar mechanism, subsequently accelerating cor‐
rosion and, thus, we classified them to sulfate-reducing
Firmicutes-induced-type corrosion.

Conclusion

In the present study, we provided evidence for MIC
caused by moderately thermophilic and mesophilic microor‐
ganisms from deep-sea environments. In addition, we found
that methanogenic-type corrosion predominated at 50°C,

Fig. 9. Relationship between the acceleration ratio and relative abundance of family Methanococcaceae (A) and the sum of three Firmicutes-
SRB (B) in the cultivation at 37°C. Circle, triangle, square, cross, and plus represent samples R01, R02, R03, R05, and R07, respectively.
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based corrosion tests confirmed the occurrence of MIC at 50
and 37°C, while no significant MIC was evident at 70°C.

Microorganisms associated with MIC at 50°C
In the culture-based corrosion test at 50°C, two types of

MIC were observed: a methanogenic type and non-
methanogenic type. The methanogenic type was detected in
cultures 50R02-1, 50R02-2, 50R04-1, and 50R04-2. The
electron equivalents consumed for methane production in
these cultures were similar to those used for iron dissolu‐
tion, as indicated by Eq. 5. However, these equivalents were
2- to 4-fold higher than those consumed for H2 generation in
the abiotic control (Fig. 4). Accelerated corrosion cannot be
explained by only methane production based on the con‐
sumption of H2 resulting from chemical corrosion, as
denoted in Eq. 4. Therefore, we classified accelerated corro‐
sion as methanogenic-type MIC. Methanogenic metabolism
appears to directly correlate with the accelerated dissolution
of iron. It is important to note that MIC by some methano‐
gens has already been reported (Dinh et al., 2004; Mori et
al., 2010; Uchiyama et al., 2010; Hirano et al., 2022).

Although family Methanococcaceae sequences were
observed in almost all cultures at 50°C, the acceleration ratios
in methanogenesis-dependent corrosion positively corre‐
lated with the relative abundance of the archaeal sequences
(Fig. 8A). A BLAST search using the representative se‐
quence of the family Methanococcaceae observed in these
cultures revealed the highest identity with the thermo‐
philic, hydrogenotrophic methanogen, Methanothermococcus
okinawensis strain IH-1 (accession number NR_102915,
100% identity). Since a culture strain of M. okinawensis was
isolated from the hydrothermal chimney in the same deep-
sea hydrothermal field (Takai et al., 2002), the detection of
this archaeon appears to be reasonable. Although MIC by
the genera Methanobacterium and Methanococcus has been
reported (Dinh et al., 2004; Mori et al., 2010, Uchiyama et
al., 2010, Hirano et al., 2022), there is currently no informa‐
tion on MIC by the genus Methanothermococcus.

In addition to the family Methanococcaceae-related
archaeon, a positive correlation was observed between the
percentage of Thioreductor sp. sequences and acceleration
ratios (Fig. 8B). The BLAST search, using the representa‐
tive sequence of Thioreductor sp., showed the highest

identity with the mesophilic, sulfate-reducing bacterium,
Thioreductor micantisoli BKB25Ts-Y (accession number
NR_041022, 98.11% identity). Although T. micantisoli
BKB25Ts-Y was isolated from sediment near a hydrother‐
mal vent in the same deep-sea field (Nakagawa et al., 2005),
this strain cannot grow at 50°C, which was the temperature
in the enrichment and corrosion test. Therefore, the
Thioreductor sequence observed in the culture may be a
moderately thermophilic bacterium related to T. micantisoli.
Similar to the family Methanococcaceae-related bacterium,
there is currently no information on MIC by the genus
Thioreductor.

The sequences of family Methanococcaceae and
Thioreductor sp. were detected in the majority of cultures at
50°C. Additionally, a positive correlation was observed
between the percentages of these sequences and accel‐
eration ratios in methane-producing cultures. Therefore,
methanogenic-type corrosion may result from the coopera‐
tive activity of methanogens and SRB, classifying them
to methanogen–sulfate-reducing bacteria cooperative-
type corrosion. In support of this result, corrosion by
Methanococcus maripaludis KA1 was enhanced by a co-
cultivation with SRB (Wakai, 2020). According to the pro‐
posed model, coexisting SRB have the capacity to generate
hydrogen sulfide, which subsequently reacts with iron
carbonate, a corrosion byproduct in MIC facilitated by
iron-corrosive methanogens. This reaction generates electro-
conductive iron sulfide and releases carbonate ions. Iron-
corrosive methanogens then utilize dissolved inorganic
carbon released from the inert corrosion product as their
methanogenic substrate. Iron-corrosive M. maripaludis
KA1 and OS7 have an extracellular hydrogenase, which
is homologous to the hydrogenase from the genus
Methanobacterium and, thus, accelerated corrosion by these
methanogens is considered to be the EMIC type based on
the extracellular hydrogenase (Tsurumaru et al., 2018).
Therefore, the family Methanococcaceae member enriched
in the cultivation test may also possess a similar corrosion
mechanism. Alternatively, corrosion through electrosyntro‐
phic metabolism has been proposed. Based on previous
findings showing electrosyntrophic growth in micro‐
organisms with electrochemical activity (Kato et al., 2012),
the co-existence of the family Methanococcaceae and

Fig. 8. Relationship between the acceleration ratio and relative abundance of family Methanococcaceae (A) and Thioreductor sp. (B) in the
cultivation at 50°C. Red and black symbols represent methanogenic and non-methanogenic types, respectively. Circle, triangle, square, rhombus,
cross, and plus represent samples R01, R02, R03, R04, R05, and R07, respectively.
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the sequence of Brassicibacter sp. was only observed in
37R01-1, 37R01-2, 37R02-2, 37R03-1, and 37R03-2. In
contrast, the relative abundance of the Sphaerochaeta sp.
sequence was lower in these cultures than in the remaining
cultures.

Discussion

In the present study, we investigated microbial popula‐
tions and their role in MIC by examining corrosion precipi‐
tates in a deep-sea hydrothermal environment. Our culture-

Fig. 6. Relative abundance (phylum level) of microorganisms in each sample.

Fig. 7. Relative abundance (ASV level) of microorganisms in each sample.

Wakai et al.

8 / 12 Article ME23089 31



while Firmicutes-SRB significantly accelerated corrosion at
37°C. While a quantitative assessment of the contribution of
these microorganisms to corrosion is required, these micro‐
organisms appear to play an important role in MIC in
natural environments. However, previous studies on MIC
primarily focused on sulfur-metabolizing bacteria in cold
deep-sea environments. The present results provide insights
into MIC in warm and hot deep-sea environments, bridging
the gap in the literature and providing valuable insights for
future research in this field.
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Thioreductor sp. observed in the enriched cultures may be
mutually beneficial via electrosyntrophic energy metabolism
during the corrosion process.

Non-methanogenic corrosion was also observed. In these
cultures, the percentage of specific representative microor‐
ganisms did not correlate with acceleration ratios (Supple‐
mentary Fig. S2A). In cultures 50R01-1 and 50R01-2,
Brassicibacter sp. was significantly enriched (Fig. 7). How‐
ever, the presence of this bacterium may not directly corre‐
late with the corrosion process based on our BLAST search
results. This search revealed that Brassicibacter sp. is
closely related to the mesophilic heterotroph, Brassicibacter
mesophilus (accession number NR_10884, 99.73%), which
does not possess the ability to utilize reduced sulfur com‐
pounds or known EET systems (Fang et al., 2012). In addi‐
tion, the sequence of Brassicibacter sp. was detected at a
relatively high abundance in cultures 50R02-1, 50R02-2,
50R05-1, and 50R05-2, among which 50R02-1 and
50R02-2 are methanogenic-type MIC. These results indicate
that Brassicibacter sp. is irrelevant to the acceleration of
corrosion. On the other hand, SRB, such as Desulfallas-
related bacterium, Desulfohalotomaculum sp., and
Thioreductor sp., were detected in non-methanogenic-type
corrosion (Fig. 7). Therefore, these SRB may accelerate cor‐
rosion through the CMIC or EMIC system.

Microorganisms associated with MIC at 37°C
Six cultures showed highly accelerated methanogenic-

type corrosion: 37R01-1, 37R01-2, 37R03-1, 37R03-2,
37R05-1, and 37R05-2 (Fig. 3 and 4). However, the abun‐
dance of family Methanococcaceae sequences negatively
correlated with the acceleration ratio (Fig. 9A). Therefore,
methanogenic energy metabolism may have contributed to
some of the corrosion process, while other forms of micro‐
bial metabolism may have enhanced this process. In culture
37R01-2, which exhibited low methane production relative
to the acceleration ratio, the sequence of Desulfoscipio-
related bacterium 1 accounted for 70.9% of the microbial
community’s composition (Fig. 7). In addition, the sequen‐
ces of other SRB, such as Desulfoscipio-related bacterium 2
and Desulfallas-related bacterium, were observed at higher
percentages in the cultures with high acceleration ratios
(Fig. 7). Although these SRB and other abundant microor‐
ganisms did not show a positive correlation with the acceler‐

ation ratio (Supplementary Fig. S2B), the sum of the
percentages of these three SRB positively correlated with
the acceleration ratio (Fig. 9B). Therefore, these SRB and
members of family Methanococcaceae may be key players
and electron consumers, respectively, in accelerated corro‐
sion at 37°C.

The aforementioned SRB belong to the phylum
Firmicutes, whereas the representative SRB related to MIC
in many previous studies are members of the phylum
Desulfobacterota, including the genus Desulfovibrio
(Enning et al., 2012; Waite et al., 2020). Of these,
Desulfovibrio ferrophilus and Desulfopila corrodens were
shown to significantly accelerate corrosion through EMIC
via EET (Dinh et al., 2004; Enning et al., 2012; Enning and
Garrelfs, 2014; Kato et al., 2016), and multi-heme-type
outer membrane cytochromes played an important role. In
addition, MIC by Desulfovibrio vulgaris has been demon‐
strated, and this microorganism has also been shown to
induce CMIC-type corrosion because it lacks the outer
membrane cytochrome required for EET. The relative spe‐
cies of Firmicutes-SRB enriched in our cultures included D.
geothermicus (accession number NR_119245, 96.0% iden‐
tity) and D. thermosapovorans (accession number
NR_119247, 94.96% identity). Although their genome
sequences have been analyzed, homologues of the outer
membrane cytochrome have yet to be annotated, indicating
that Firmicutes-SRB may not participate in EMIC-type cor‐
rosion. However, the acceleration ratios in these cultures
were 20- to 49.6-fold higher than those of the abiotic con‐
trol, and this significantly higher corrosive activity is diffi‐
cult to explain through the corrosion mechanism of CMIC.
Since biogenic iron sulfide nanoparticles have been shown
to enhance EET (Deng et al., 2020), in Firmicutes-SRB
enriched cultures, these microorganisms may acquire EET
through a similar mechanism, subsequently accelerating cor‐
rosion and, thus, we classified them to sulfate-reducing
Firmicutes-induced-type corrosion.

Conclusion

In the present study, we provided evidence for MIC
caused by moderately thermophilic and mesophilic microor‐
ganisms from deep-sea environments. In addition, we found
that methanogenic-type corrosion predominated at 50°C,

Fig. 9. Relationship between the acceleration ratio and relative abundance of family Methanococcaceae (A) and the sum of three Firmicutes-
SRB (B) in the cultivation at 37°C. Circle, triangle, square, cross, and plus represent samples R01, R02, R03, R05, and R07, respectively.
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while Firmicutes-SRB significantly accelerated corrosion at
37°C. While a quantitative assessment of the contribution of
these microorganisms to corrosion is required, these micro‐
organisms appear to play an important role in MIC in
natural environments. However, previous studies on MIC
primarily focused on sulfur-metabolizing bacteria in cold
deep-sea environments. The present results provide insights
into MIC in warm and hot deep-sea environments, bridging
the gap in the literature and providing valuable insights for
future research in this field.
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Thioreductor sp. observed in the enriched cultures may be
mutually beneficial via electrosyntrophic energy metabolism
during the corrosion process.

Non-methanogenic corrosion was also observed. In these
cultures, the percentage of specific representative microor‐
ganisms did not correlate with acceleration ratios (Supple‐
mentary Fig. S2A). In cultures 50R01-1 and 50R01-2,
Brassicibacter sp. was significantly enriched (Fig. 7). How‐
ever, the presence of this bacterium may not directly corre‐
late with the corrosion process based on our BLAST search
results. This search revealed that Brassicibacter sp. is
closely related to the mesophilic heterotroph, Brassicibacter
mesophilus (accession number NR_10884, 99.73%), which
does not possess the ability to utilize reduced sulfur com‐
pounds or known EET systems (Fang et al., 2012). In addi‐
tion, the sequence of Brassicibacter sp. was detected at a
relatively high abundance in cultures 50R02-1, 50R02-2,
50R05-1, and 50R05-2, among which 50R02-1 and
50R02-2 are methanogenic-type MIC. These results indicate
that Brassicibacter sp. is irrelevant to the acceleration of
corrosion. On the other hand, SRB, such as Desulfallas-
related bacterium, Desulfohalotomaculum sp., and
Thioreductor sp., were detected in non-methanogenic-type
corrosion (Fig. 7). Therefore, these SRB may accelerate cor‐
rosion through the CMIC or EMIC system.

Microorganisms associated with MIC at 37°C
Six cultures showed highly accelerated methanogenic-

type corrosion: 37R01-1, 37R01-2, 37R03-1, 37R03-2,
37R05-1, and 37R05-2 (Fig. 3 and 4). However, the abun‐
dance of family Methanococcaceae sequences negatively
correlated with the acceleration ratio (Fig. 9A). Therefore,
methanogenic energy metabolism may have contributed to
some of the corrosion process, while other forms of micro‐
bial metabolism may have enhanced this process. In culture
37R01-2, which exhibited low methane production relative
to the acceleration ratio, the sequence of Desulfoscipio-
related bacterium 1 accounted for 70.9% of the microbial
community’s composition (Fig. 7). In addition, the sequen‐
ces of other SRB, such as Desulfoscipio-related bacterium 2
and Desulfallas-related bacterium, were observed at higher
percentages in the cultures with high acceleration ratios
(Fig. 7). Although these SRB and other abundant microor‐
ganisms did not show a positive correlation with the acceler‐

ation ratio (Supplementary Fig. S2B), the sum of the
percentages of these three SRB positively correlated with
the acceleration ratio (Fig. 9B). Therefore, these SRB and
members of family Methanococcaceae may be key players
and electron consumers, respectively, in accelerated corro‐
sion at 37°C.

The aforementioned SRB belong to the phylum
Firmicutes, whereas the representative SRB related to MIC
in many previous studies are members of the phylum
Desulfobacterota, including the genus Desulfovibrio
(Enning et al., 2012; Waite et al., 2020). Of these,
Desulfovibrio ferrophilus and Desulfopila corrodens were
shown to significantly accelerate corrosion through EMIC
via EET (Dinh et al., 2004; Enning et al., 2012; Enning and
Garrelfs, 2014; Kato et al., 2016), and multi-heme-type
outer membrane cytochromes played an important role. In
addition, MIC by Desulfovibrio vulgaris has been demon‐
strated, and this microorganism has also been shown to
induce CMIC-type corrosion because it lacks the outer
membrane cytochrome required for EET. The relative spe‐
cies of Firmicutes-SRB enriched in our cultures included D.
geothermicus (accession number NR_119245, 96.0% iden‐
tity) and D. thermosapovorans (accession number
NR_119247, 94.96% identity). Although their genome
sequences have been analyzed, homologues of the outer
membrane cytochrome have yet to be annotated, indicating
that Firmicutes-SRB may not participate in EMIC-type cor‐
rosion. However, the acceleration ratios in these cultures
were 20- to 49.6-fold higher than those of the abiotic con‐
trol, and this significantly higher corrosive activity is diffi‐
cult to explain through the corrosion mechanism of CMIC.
Since biogenic iron sulfide nanoparticles have been shown
to enhance EET (Deng et al., 2020), in Firmicutes-SRB
enriched cultures, these microorganisms may acquire EET
through a similar mechanism, subsequently accelerating cor‐
rosion and, thus, we classified them to sulfate-reducing
Firmicutes-induced-type corrosion.

Conclusion

In the present study, we provided evidence for MIC
caused by moderately thermophilic and mesophilic microor‐
ganisms from deep-sea environments. In addition, we found
that methanogenic-type corrosion predominated at 50°C,

Fig. 9. Relationship between the acceleration ratio and relative abundance of family Methanococcaceae (A) and the sum of three Firmicutes-
SRB (B) in the cultivation at 37°C. Circle, triangle, square, cross, and plus represent samples R01, R02, R03, R05, and R07, respectively.
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Patescibacteria are widely distributed in various environments and often detected in activated sludge. However,
limited information is currently available on their phylogeny, morphology, and ecophysiological role in activated sludge
or interactions with other microorganisms. In the present study, we identified microorganisms that interacted with
Patescibacteria in activated sludge via a correlation analysis using the 16S rRNA gene, and predicted the metabolic
potential of Patescibacteria using a metagenomic analysis. The metagenome-assembled genomes of Patescibacteria
consisted of three Saccharimonadia, three Parcubacteria, and one Gracilibacteria, and showed a strong positive
correlation of relative abundance with Chitinophagales. Metabolic predictions from ten recovered patescibacterial
and five Chitinophagales metagenome-assembled genomes supported mutualistic interactions between a member of
Saccharimonadia and Chitinophagales via N-acetylglucosamine, between a member of Parcubacteria and Chitinophagales
via nitrogen compounds related to denitrification, and between Gracilibacteria and Chitinophagales via phospholipids in
activated sludge. The present results indicate that various interactions between Patescibacteria and Chitinophagales are
important for the survival of Patescibacteria in activated sludge ecosystems.

Key words: Patescibacteria, candidate phyla radiation (CPR), activated sludge, metagenomic analysis, Chitinophagales

The phylogeny and physiology of microorganisms in
activated sludge for wastewater treatment remain unclear
due to their complexity and variations even though the
activated sludge process has been used in wastewater treat‐
ment globally for more than 100 years. The structure of
a microbial community depends on the climate, location,
environment, and process configuration of the wastewater
treatment plant (Zhang et al., 2012). Recent studies reported
that communities appeared to be stable at the genus and sub‐
strate specificity levels (Nielsen et al., 2010; Kindaichi et
al., 2013). Most microorganisms, including those in nature
and in engineered systems, cannot be cultured in laborato‐
ries and are called “microbial dark matter” (Rinke et al.,
2013). In this context, molecular biological methods, such
as a 16S rRNA gene analysis and metagenomic analysis,
have been widely used to predict the metabolic functions of
uncultured bacteria. Large metagenomic data obtained from
samples in various environments revealed the existence of
a large group of bacteria, called Patescibacteria or candi‐
date phyla radiation (CPR) (Rinke et al., 2013; Brown et
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al., 2015). The Patescibacteria or CPR (hereafter called
Patescibacteria) group includes 35 phyla, accounts for 15–
50% of all bacterial phyla, and has been reported to exist
in various environments (Brown et al., 2015; Hug et al.,
2016; Takebe et al., 2020). To date, only a few of its mem‐
bers (i.e., phyla Saccharimonadia and Gracilibacteria) have
been cultured (Soro et al., 2014; He et al., 2015; Ibrahim et
al., 2021; Yakimov et al., 2021). These bacteria are parasitic
on other bacteria for sustenance; however, since most of
them cannot be cultured, the mechanisms underlying their
existence are unclear. Patescibacteria are commonly charac‐
terized by a small genome size (approximately 1.0 Mbp)
(Lemos et al., 2020; Nakai, 2020), limited metabolic poten‐
tial, and fermentation-based metabolism (Wrighton et al.,
2012, 2014; Albertsen et al., 2013; Lemos et al., 2020).
However, the physiology and phylogeny of Patescibacteria
have not yet been elucidated in detail, except for some
cultures in the phyla Saccharimonadia and Gracilibacteria
(Soro et al., 2014; He et al., 2015; Moreira et al., 2021;
Yakimov et al., 2021).

Activated sludge is an environment in which
Patescibacteria are frequently detected. Among them,
Saccharimonadia, Parcubacteria, and Gracilibacteria are
the major phyla (Albertsen et al., 2013; Kindaichi et
al., 2016; Singleton et al., 2021). A moderate constituent
of activated sludge is Saccharimonadia, a well-described
Patescibacteria (Mielczarek et al., 2012; Albertsen et al.,
2013; Kindaichi et al., 2016). Based on the 16S rRNA gene
classification, Saccharimonadia are primarily classified into

Microbes Environ. 37(3), 2022
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three subdivisions, with members having a filamentous mor‐
phology belonging to subdivision 1, and members with
a coccus or rod morphology belonging to subdivisions
2 and 3 (Hugenholtz et al., 2001). A complete genome
belonging to subdivision 3 was reconstructed from acti‐
vated sludge samples and the data obtained showed that
Saccharimonadia are obligate fermentative metabolic bacte‐
ria that use heterolactic fermentation pathways (Albertsen
et al., 2013). In addition, filamentous Saccharimonadia
were detected in activated sludge from wastewater treat‐
ment plants, and the characteristics of substrate utilization
elucidated by microautoradiography combined with fluores‐
cence in situ hybridization (FISH) revealed more diverse
carbon metabolism, including the utilization of oleic acid
and amino acids, which was not predicted from the available
genome (Kindaichi et al., 2016). Parcubacteria also belong
to Patescibacteria and are found in activated sludge (Zhang
et al., 2012). Parcubacteria have a diverse distribution
within the phylum, with most members being frequently
found in anaerobic environments, such as groundwater.
Parcubacteria are considered to be involved in hydrogen
production, sulfur reduction, and nitrite reduction (Wrighton
et al., 2012; 2014; Rinke et al., 2013; Danczak et al., 2017).
Additionally, a syntrophic relationship with other bacteria
has been suggested as a putative benzene degrader in anae‐
robic environments (Phan et al., 2021). However, some
members of Parcubacteria harbor genes that are capable of
using O2 as a terminal electron acceptor (Nelson and Stegen,
2015). Gracilibacteria include three lineages and belong
to Patescibacteria. Hanke et al. predicted that the terminal
codon UGA encodes glycine in Gracilibacteria (Hanke et
al., 2014). These bacteria have poor metabolic potential
(Sieber et al., 2019), and some strains were reported to be
parasitic on their hosts (Moreira et al., 2021; Yakimov et
al., 2021).

Although many high-quality genomes related to
Patescibacteria have been obtained from various environ‐
ments, their detailed phylogeny, morphology, and ecophy‐
siological role in activated sludge remain largely unknown.
To clarify the phylogenetic and physiological diversities of
Patescibacteria in activated sludge, obtaining high-quality
genomes of Patescibacteria is necessary for further inves‐
tigations in terms of visualization, in situ substrate utiliza‐
tion, and isolation. The purpose of the present study was
to predict the metabolic potential of Patescibacteria in
activated sludge and estimate their physiological role in
activated sludge. A metagenomic approach using three acti‐
vated sludge samples from a municipal wastewater treat‐
ment plant recovered 10 metagenome-assembled genomes
(MAGs) related to Saccharimonadia, Parcubacteria, and
Gracilibacteria within the superphylum Patescibacteria.

Materials and Methods

Sample collection
Four activated sludge samples were collected from aeration

tanks in a wastewater treatment plant in Higashihiroshima city,
which had previously been sampled (Kindaichi et al., 2016; Table
S1) in February 2019 (designated as AS201902), April 2020 (des‐
ignated as AS202004), October 2020 (designated as AS202010R),
and November 2020 (designated as AS202011). The collected

sludge samples were immediately incubated to change the relative
abundance of Patescibacteria. The AS202004 sample was anae‐
robically incubated for 3 d and was then designated as AA202004.
The AS202010R sample was aerobically incubated for 3 d with
washing and designated as AS202010A and without washing as
AS202010B. In detail, 100 mL of the AS202004 sample was trans‐
ferred into a 120-mL sterilized vial, which was sealed with a butyl
rubber stopper. The gas phase was replaced with nitrogen gas, and
the vial was then incubated anaerobically at 20°C for 3 d. One hun‐
dred milliliters of activated sludge from sample AS202010R was
washed with Elix water (Merck) and then incubated at 20°C for
3 d. In the present study, the samples AS201902, AS202004, and
AA202004 were used in a metagenomic analysis, while all seven
samples were subjected to an amplicon analysis. Fresh and incu‐
bated sludge samples were stored at –18°C for further analyses.

Amplicon analysis of the 16S rRNA gene
DNA was extracted from activated sludge samples (0.5 g

wet weight) (AS201902, AS202004, AA202004, AS202010A,
AS202010B, AS202010, and AS202011) using a FastDNA SPIN
kit for soil (MP Biomedicals). PCR amplification was performed
using a primer set for the V3–V4 region of the 16S rRNA genes
(341F and 805R). The primer sequences, detailed PCR conditions,
and purification procedures used are as previously described (Dinh
et al., 2021). Purified DNA was sequenced using a MiSeq platform
with paired-end sequencing (2×300 bp) and a MiSeq Reagent kit
(v.3; Illumina). The obtained sequences were trimmed, merged,
clustered, and analyzed using QIIME 2 core 2021.11, as previously
described (Bolyen et al., 2019; Awata et al., 2021; Kambara et
al., 2022). The SILVA 138 database (Quast et al., 2013) was
used for the assignment. To elucidate the relationship between
Patescibacteria and other co-existing bacteria, operational taxo‐
nomic units (OTUs) that showed a relative abundance of >0.1%
were extracted, and Spearman’s rank-order correlation coefficient
was calculated for each OTU using Past 4.10 (Hammer et al.,
2001). OTUs that met the 5% significance level and correlated
with Patescibacteria were investigated.

Metagenomic analysis
DNA was extracted from activated sludge samples (0.5 g wet

weight) (AS201902, AS202004, and AA202004) using a FastDNA
SPIN kit for soil (MP Biomedicals). Extracted DNA was purified
using Agencourt AMPure XP magnetic beads (Beckman Coulter
Life Sciences). Illumina sequencing libraries were prepared for the
three samples using a TruSeq DNA PCR Free (350) kit (Illumina)
and paired-end sequenced (2×151 bp) using shotgun sequencing
on a HiSeq X system (Illumina). PacBio sequencing libraries were
prepared for three samples using a 20 kb SMRTbell Express Tem‐
plate Prep kit (Pacific Biosciences of California) and sequenced
on a PacBio Sequel II System (Pacific Biosciences of California).
Circular consensus sequence (CCS) reads were generated from
Sequel data with a Phred quality score above 20 (Q20, 99%).

A metagenomic analysis was conducted as previously described
(Hosokawa et al., 2021). Raw paired-end reads from HiSeq X
were trimmed using Trimmomatic v.0.39 (Bolger et al., 2014). The
trimmed reads from HiSeq X and CCS reads from PacBio Sequel
II were co-assembled using SPAdes v.3.13.1 (Bankevich et al.,
2012). BBtools v38.84 was used to obtain mapping information.
Contigs from the assembly were binned using MetaBAT2.0 (Kang
et al., 2019). The relative abundance of the bins (multi-contigs
classified into a taxonomic microorganism) were calculated based
on information from the mapping file (i.e., coverage) generated
in MetaBAT2.0. The completeness and contamination of the bins
were assessed using CheckM v1.1.2 (Parks et al., 2015). The 43
marker genes proposed by Brown et al. (2015) likely provide
improved estimates of CPR genome quality. Contamination in the
obtained bins was manually removed. The bins with contamination
removed were annotated using Prokka v1.13 (Seemann, 2014)
and DRAM v1.2.2 (Shaffer et al., 2020). Predicted amino acid
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Patescibacteria are widely distributed in various environments and often detected in activated sludge. However,
limited information is currently available on their phylogeny, morphology, and ecophysiological role in activated sludge
or interactions with other microorganisms. In the present study, we identified microorganisms that interacted with
Patescibacteria in activated sludge via a correlation analysis using the 16S rRNA gene, and predicted the metabolic
potential of Patescibacteria using a metagenomic analysis. The metagenome-assembled genomes of Patescibacteria
consisted of three Saccharimonadia, three Parcubacteria, and one Gracilibacteria, and showed a strong positive
correlation of relative abundance with Chitinophagales. Metabolic predictions from ten recovered patescibacterial
and five Chitinophagales metagenome-assembled genomes supported mutualistic interactions between a member of
Saccharimonadia and Chitinophagales via N-acetylglucosamine, between a member of Parcubacteria and Chitinophagales
via nitrogen compounds related to denitrification, and between Gracilibacteria and Chitinophagales via phospholipids in
activated sludge. The present results indicate that various interactions between Patescibacteria and Chitinophagales are
important for the survival of Patescibacteria in activated sludge ecosystems.

Key words: Patescibacteria, candidate phyla radiation (CPR), activated sludge, metagenomic analysis, Chitinophagales

The phylogeny and physiology of microorganisms in
activated sludge for wastewater treatment remain unclear
due to their complexity and variations even though the
activated sludge process has been used in wastewater treat‐
ment globally for more than 100 years. The structure of
a microbial community depends on the climate, location,
environment, and process configuration of the wastewater
treatment plant (Zhang et al., 2012). Recent studies reported
that communities appeared to be stable at the genus and sub‐
strate specificity levels (Nielsen et al., 2010; Kindaichi et
al., 2013). Most microorganisms, including those in nature
and in engineered systems, cannot be cultured in laborato‐
ries and are called “microbial dark matter” (Rinke et al.,
2013). In this context, molecular biological methods, such
as a 16S rRNA gene analysis and metagenomic analysis,
have been widely used to predict the metabolic functions of
uncultured bacteria. Large metagenomic data obtained from
samples in various environments revealed the existence of
a large group of bacteria, called Patescibacteria or candi‐
date phyla radiation (CPR) (Rinke et al., 2013; Brown et
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al., 2015). The Patescibacteria or CPR (hereafter called
Patescibacteria) group includes 35 phyla, accounts for 15–
50% of all bacterial phyla, and has been reported to exist
in various environments (Brown et al., 2015; Hug et al.,
2016; Takebe et al., 2020). To date, only a few of its mem‐
bers (i.e., phyla Saccharimonadia and Gracilibacteria) have
been cultured (Soro et al., 2014; He et al., 2015; Ibrahim et
al., 2021; Yakimov et al., 2021). These bacteria are parasitic
on other bacteria for sustenance; however, since most of
them cannot be cultured, the mechanisms underlying their
existence are unclear. Patescibacteria are commonly charac‐
terized by a small genome size (approximately 1.0 Mbp)
(Lemos et al., 2020; Nakai, 2020), limited metabolic poten‐
tial, and fermentation-based metabolism (Wrighton et al.,
2012, 2014; Albertsen et al., 2013; Lemos et al., 2020).
However, the physiology and phylogeny of Patescibacteria
have not yet been elucidated in detail, except for some
cultures in the phyla Saccharimonadia and Gracilibacteria
(Soro et al., 2014; He et al., 2015; Moreira et al., 2021;
Yakimov et al., 2021).

Activated sludge is an environment in which
Patescibacteria are frequently detected. Among them,
Saccharimonadia, Parcubacteria, and Gracilibacteria are
the major phyla (Albertsen et al., 2013; Kindaichi et
al., 2016; Singleton et al., 2021). A moderate constituent
of activated sludge is Saccharimonadia, a well-described
Patescibacteria (Mielczarek et al., 2012; Albertsen et al.,
2013; Kindaichi et al., 2016). Based on the 16S rRNA gene
classification, Saccharimonadia are primarily classified into
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sequences were annotated using the KEGG BlastKEGG Orthology
And Links Annotation (BlastKOALA) (Kanehisa et al., 2016)
and KEGG Automatic Annotation Server (KAAS) (Moriya et al.,
2007). BlastKOALA was used to visualize this pathway. A heat‐
map was created using KEGG-Decoder (Graham et al., 2018)
to visualize the percentage of gene possession related to each
gene set. A phylogenetic tree of Patescibacteria, based on 400
marker protein sequences, was constructed using Phylophlan 3.0
(Asnicar et al., 2020). The reference genome was selected from
the genome registered in GenBank, and the complete genome
was derived from activated sludge (Singleton et al., 2021). Pol‐
yhydroxybutyrate (PHB) depolymerase-related sequences were
aligned using mafft-linsi v7.480 (default parameters) (Katoh and
Standley, 2013). Reference protein sequences were obtained from
the top 500 hits for the identified PHB depolymerase-related
protein (FNKGEGDK_00198) and known patescibacterial PHB
depolymerase (OWK27304.1) using the NCBI-nr database. Pro‐
tein sequences were clustered based on ≥70% similarity using
CD-HIT version 4.8.1. (Fu et al., 2012). A phylogenetic tree of
PHB depolymerase-related proteins was constructed using iqtree2
version 2.1.2, with an automatically optimized substitution model
of WAG+R10 (Minh et al., 2020).

Nucleotide sequence accession number
The sequence data of the partial 16S rRNA gene sequence

were deposited in the GenBank/EMBL/DDBJ databases under the
accession number DRA013509. Metagenomic sequence data were
deposited in the DDBJ database under the DDBJ/EMBL/GenBank
accession number DRA013531.

Results and Discussion

Amplicon analysis of 16S rRNA genes
Amplicon sequencing of the 16S rRNA genes was

performed to investigate the relative abundance of
Patescibacteria in the seven activated sludge samples. On
average, 34,573 reads and 549 OTUs were obtained from
the seven samples (Table S3). In all activated sludge sam‐
ples, except AS202004, Patescibacteria were predominant
after Proteobacteria and Bacteroidota, with an average
abundance of 12.1% (Fig. 1A). The most dominant group
within Patescibacteria was Saccharimonadia in all sam‐
ples, with the highest abundance of 13.7% in AS202010R.
Parcubacteria and Gracilibacteria were the second and
third most abundant groups, respectively (Fig. 1B). In
addition to the above-mentioned groups, Microgenomatia
(former candidate division OP11), ABY1, Dojkabacteria
(former candidate division WS6), and Berkelbacteria were
detected; however, their relative abundance was less
than 0.2%. The ranges of the relative abundance of
Saccharimonadia, Parcubacteria, and Gracilibacteria in
untreated activated sludge samples (AS201902, AS202004,
AS202010R, and AS202011) were 4.5–13.7%, 2.4–5.0%,
and 0.4–1.8%, respectively. The relative abundance of
Patescibacteria in all three treated samples (i.e., aero‐
bic and anaerobic incubations) decreased (Fig. S1). The
relative abundance of Saccharimonadia, Parcubacteria,
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Fig. 1. Microbial community composition at the phylum level in four activated sludge samples examined in the present study (A), and the
detailed composition of Patescibacteria in four activated sludge samples (B) based on 16S rRNA gene amplicon sequencing. The total relative
abundance of each sample in panel (B) corresponds to the relative abundance of Patescibacteria (red) in each sample in panel (A).
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and Gracilibacteria in AS202004 were 9.5, 3.5, and
1.1%, respectively, whereas those in AA202004 were 5.5,
2.8, and 0.6%, respectively. The relative abundance of
Saccharimonadia, Parcubacteria, and Gracilibacteria in
AS202010R, AS202010A, and AS202010B were 9.5, 3.5,
and 1.1%, 5.5, 2.8, and 0.6%, and 5.5, 2.8, and 0.6%,
respectively. This decrease may be associated with the
oxygen level or abundance of coexisting bacteria. The rel‐
ative abundance of Patescibacteria in groundwater samples
ranged between 2.1 and 20.7%; however, it was not possi‐
ble to compare these samples directly because they were
enriched using a filter-based sampling method (Danczak et
al., 2017).

Correlation analysis
Pearson’s correlation coefficients were calculated

between the patescibacterial OTUs obtained from ampli‐
con sequencing and other bacterial OTUs with more that
0.1% relative abundance. The OTUs of Proteobacteria,
Chloroflexi, and Planctomycetota showed a positive cor‐
relation with the OTUs of Patescibacteria; however, in
some cases, correlations were negative (data not shown).
In contrast, the correlation between Patescibacteria and
Chitinophagales belonging to the phylum Bacteroidota was
positive (Fig. S2). Among the OTUs shown in Fig. S2,
we extracted OTUs with a sequence that matched the
reconstructed bin with 100% sequence identity (Fig. 2).
Most Chitinophagales OTUs correlated with several pates‐
cibacterial OTUs (HS1, HS2, and HP2). In addition, two
Chitinophagales OTUs correlated with the three lineages
of Patescibacteria. A similar positive correlation between
Saccharimonadia and Chitinophagaceae was found in acid
mine drainage samples (Lemos et al., 2019). Metabolic
interactions between Patescibacteria and Chitinophagales
are discussed in the following section.

Genome reconstruction and basic information on bins
In total, 0.77 billion reads and 0.06 million reads were

obtained from HiSeq X and PacBio CCS sequencing of
the three activated sludge samples, respectively (Table S2).
The hybrid assembly using HiSeq X and PacBio CCS reads

generated 12,097 contigs with an N50 value of 148,787
bp. A total of 8,211 contigs >1,500 bp were extracted
and classified into 320 bins. Ten patescibacterial bins were
reconstructed, which consisted of Saccharimonadia (five
bins, HHAS1–HHAS5), Parcubacteria (four bins, HHAS6–
HHAS9), and Gracilibacteria (one bin, HHAS10) (Table
1). The completeness of Sacchrimonadia and Parcubacteria
ranged between 88.4 and 97.7 and between 62.8 and 90.7%,
respectively, while that of Gracilibacteria was 97.7%.

A phylogenetic tree of the ten bins based on the pro‐
tein sequence is shown in Fig. 3. Bins belonging to
Saccharimonadia were classified into three groups. The
group including HHAS3 and HHAS4 was related to the
well-described saccharimonadial species Candidatus Sac‐
charimonas aalborgensis (CP005957), reconstructed from a
Danish activated sludge sample (Albertsen et al., 2013).
Since this species shows a small coccus morphology
(Albertsen et al., 2013), HHAS3 and HHAS4 were also
considered to be small cocci. The HHAS1 and HHAS5
groups were related to the genomes of activated sludge
samples. According to sequence similarities based on 16S
rRNA genes, the morphology of this group was primarily
filamentous (Kindaichi et al., 2016). The morphology of
filamentous Saccharimonadia needs to be confirmed using
FISH in the future. The HHAS2 bin formed a different
clade from other saccharimonadial genomes with a genome
from activated sludge (Singleton et al., 2021). However, the
details of this group remain largely unknown. The parcubac‐
terial bins were classified into three groups. The HHAS7
bin was classified as Nomurabacteria and was related to
genomes from groundwater samples (Brown et al., 2015).
Groups HHAS6 and HHAS9 belonged to Moranbacteria. In
addition, clades HHAS6 and HHAS9 consisted of genomes
from activated sludge samples (Singleton et al., 2021).
The details of Moranbacteria in activated sludge samples
are also unclear because the majority of information on
Moranbacteria was obtained from groundwater samples
(Anantharaman et al., 2016). The HHAS8 bin did not
belong to any parcubacterial subgroup. HHAS10 was classi‐
fied as belonging to Gracilibacteria. Although some of the
gracilibacterial genomes were also reconstructed from acti‐
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sequences were annotated using the KEGG BlastKEGG Orthology
And Links Annotation (BlastKOALA) (Kanehisa et al., 2016)
and KEGG Automatic Annotation Server (KAAS) (Moriya et al.,
2007). BlastKOALA was used to visualize this pathway. A heat‐
map was created using KEGG-Decoder (Graham et al., 2018)
to visualize the percentage of gene possession related to each
gene set. A phylogenetic tree of Patescibacteria, based on 400
marker protein sequences, was constructed using Phylophlan 3.0
(Asnicar et al., 2020). The reference genome was selected from
the genome registered in GenBank, and the complete genome
was derived from activated sludge (Singleton et al., 2021). Pol‐
yhydroxybutyrate (PHB) depolymerase-related sequences were
aligned using mafft-linsi v7.480 (default parameters) (Katoh and
Standley, 2013). Reference protein sequences were obtained from
the top 500 hits for the identified PHB depolymerase-related
protein (FNKGEGDK_00198) and known patescibacterial PHB
depolymerase (OWK27304.1) using the NCBI-nr database. Pro‐
tein sequences were clustered based on ≥70% similarity using
CD-HIT version 4.8.1. (Fu et al., 2012). A phylogenetic tree of
PHB depolymerase-related proteins was constructed using iqtree2
version 2.1.2, with an automatically optimized substitution model
of WAG+R10 (Minh et al., 2020).

Nucleotide sequence accession number
The sequence data of the partial 16S rRNA gene sequence

were deposited in the GenBank/EMBL/DDBJ databases under the
accession number DRA013509. Metagenomic sequence data were
deposited in the DDBJ database under the DDBJ/EMBL/GenBank
accession number DRA013531.

Results and Discussion

Amplicon analysis of 16S rRNA genes
Amplicon sequencing of the 16S rRNA genes was

performed to investigate the relative abundance of
Patescibacteria in the seven activated sludge samples. On
average, 34,573 reads and 549 OTUs were obtained from
the seven samples (Table S3). In all activated sludge sam‐
ples, except AS202004, Patescibacteria were predominant
after Proteobacteria and Bacteroidota, with an average
abundance of 12.1% (Fig. 1A). The most dominant group
within Patescibacteria was Saccharimonadia in all sam‐
ples, with the highest abundance of 13.7% in AS202010R.
Parcubacteria and Gracilibacteria were the second and
third most abundant groups, respectively (Fig. 1B). In
addition to the above-mentioned groups, Microgenomatia
(former candidate division OP11), ABY1, Dojkabacteria
(former candidate division WS6), and Berkelbacteria were
detected; however, their relative abundance was less
than 0.2%. The ranges of the relative abundance of
Saccharimonadia, Parcubacteria, and Gracilibacteria in
untreated activated sludge samples (AS201902, AS202004,
AS202010R, and AS202011) were 4.5–13.7%, 2.4–5.0%,
and 0.4–1.8%, respectively. The relative abundance of
Patescibacteria in all three treated samples (i.e., aero‐
bic and anaerobic incubations) decreased (Fig. S1). The
relative abundance of Saccharimonadia, Parcubacteria,

0

20

40

60

80

100

Others
Cyanobacteria
Firmicutes
Verrucomicrobiota
Bdellovibrionota
Actinobacteriota
Myxococcota

Chloroflexi
Nitrospirota
Planctomycetota
Acidobacteriota
Proteobacteria
Bacteroidota
Patescibacteria

AS
20

20
11

AS
20

20
10

R

AS
20

20
04

AS
20

19
02

0

5

10

15

20

Others
Berkelbacteria
Microgenomatia
ABY1

Dojkabacteria
Gracilibacteria
Parcubacteria
Saccharimonadia

AS
20

20
11

AS
20

20
10

R

AS
20

20
04

AS
20

19
02

R
el

at
iv

e 
ab

un
da

nc
e 

(%
)

R
el

at
iv

e 
ab

un
da

nc
e 

(%
)

(A) (B)

Fig. 1. Microbial community composition at the phylum level in four activated sludge samples examined in the present study (A), and the
detailed composition of Patescibacteria in four activated sludge samples (B) based on 16S rRNA gene amplicon sequencing. The total relative
abundance of each sample in panel (B) corresponds to the relative abundance of Patescibacteria (red) in each sample in panel (A).
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vated sludge samples (Singleton et al., 2021), the HHAS10
bin formed a clade that included genomes from human oral
samples (Dudek et al., 2017).

Metabolic analysis
The predicted metabolic potential of Gracilibacteria,

Parcubacteria, and Saccharimonadia, and the puta‐
tive metabolic interactions between Patescibacteria and
Chitinophagales based on the metagenomic analysis in this
study are shown in Fig. 4. Patescibacterial bins revealed
that Patescibacteria did not possess de novo nucleotide syn‐
thesis, amino acid synthesis, phospholipid synthesis, or a
full TCA cycle. In addition, Patescibacteria possessed ABC
transporters with unknown functions, the peptidoglycan bio‐
synthesis pathway, and type IV pili (Fig. S3). The lack of de
novo amino acid synthesis suggests that peptidases acquire
amino acids. The presence of peptidases was also confirmed
(Table S4). Several patescibacterial bins converted glycine
to serine and harbored serine peptidases. These common
features are consistent with the genomes of activated sludge
samples as well as other natural samples (Wrighton et al.,
2012, 2014; Albertsen et al., 2013; Danczak et al., 2017;
Starr et al., 2018; Lemos et al., 2019; 2020; Sieber et al.,
2019; Chaudhari et al., 2021; Moreira et al., 2021; Yakimov
et al., 2021). The incomplete nucleotide synthesis pathway
and the presence of the comE gene and type IV pili sup‐
port the acquisition of DNA from outside cells (Chen and
Gotschlich, 2001; Starr et al., 2018).

Saccharimonadial bins possessed glycolysis and the pen‐
tose phosphate pathway, with possession patterns depending
on the subgroup (Fig. 4). The members of subdivision
1 (HHAS1 and HHAS5), which are putative filamentous
Saccharimonadia, partially possessed glycolysis, whereas
members of subdivision 3 (HHAS3 and HHAS4) possessed
both glycolysis and the pentose phosphate pathway. The
possession of genes to convert pyruvate to lactate, ace‐
tate, and malate and the lack of a TCA cycle supports
fermentative metabolism. These results are consistent with
previous findings (Wrighton et al., 2012, 2014; Albertsen
et al., 2013; Danczak et al., 2017; Starr et al., 2018;

Lemos et al., 2019; 2020; Sieber et al., 2019; Moreira et
al., 2021; Yakimov et al., 2021). The fermentative path‐
way from pyruvate to lactate or malate may facilitate
the production of NAD+ (Starr et al., 2018; Lemos et
al., 2019). The pentose phosphate pathway in subdivision
3 may be involved in the conversion of glucose-6P to
glyceradehyde-3P and in energy conversion (NADPH to
NADP production) (Albertsen et al., 2013). However, genes
involved in the synthesis of nucleic acids, such as ribose-
phosphate pyrophosphokinase, were absent. Therefore, they
are not expected to contribute to anabolism (the produc‐
tion of deoxyribonucleotides) (Castelle et al., 2018). All
reconstructed saccharimonadial bins in the present study
possessed the NADH dehydrogenase-like protein and com‐
plete cytochrome o ubiquinol oxidase, which is related to
the oxygen scavenging system, despite the absence of the
TCA cycle (Kantor et al., 2013; Starr et al., 2018; Lemos
et al., 2019). In addition, Lemos et al. (2019) suggested
that Saccharimonadia follow non-obligatory fermentative
metabolism with occasional aerobic respiration. As previ‐
ously reported by Lemos et al. (2019), Saccharimonadia
have membrane-bound NADH dehydrogenase to supply
NAD+ and pass the electron to ubiquinone, which trans‐
fers it to cytochrome O ubiquinol oxidase. Cytochrome
then reduces O2 to H2O as the final receptor, delivering
protons through the plasma membrane to generate the
proton electromotive force used for ATP synthesis by
ATP synthase. Filamentous Saccharimonadia in activated
sludge took up N-acetylglucosamine under aerobic condi‐
tions, as demonstrated by microautoradiography combined
with FISH (Kindaichi et al., 2016). Chitinophagales bins
(HHAS12, HHAS13, and HHAS14) possessed chitinase
(MHHEHLFG_00073, MHHEHLFG_01825, AECFEMFL_
01184, and KHEBLPDM_00108) and all Chitinophagales
bins harbored beta-acetylhexosamidase (MHHEHLFG_
00810, CLEEFKKN_01010, AECFEMFL_02009, and
KHEBLPDM_01401). Chitinophagales have the potential
to convert chitin to N-acetylglucosamine via chitobiose
(Fig. 4). All Chitinophagales bins encoded poly-beta-1,6
N-acetyl-d-glucosamine synthase (PgaC). This enzyme

Table 1. Characteristics of patescibacterial bins obtained in the present study

Bin ID Taxonomy Bin size
(Mbp)

Completeness
(%)

Contamination
(%)

Number of
contigs

Number of
CDSs

Relative abundance (%)†

AS201902 AS202004 AA202004
HHAS1 Saccharimonadia 0.91 88.37* 0* 3 946 1.79 0.04 0.03
HHAS2 Saccharimonadia 0.83 97.67* 0* 3 847 0.20 0 0
HHAS3 Saccharimonadia 1.00 93.02* 0* 2 1027 1.47 0 0
HHAS4 Saccharimonadia 0.73 90.70* 0* 3 759 2.26 0 0
HHAS5 Saccharimonadia 0.71 88.37* 0* 6 746 0.29 0 0
HHAS6 Parcubacteria 0.53 90.70* 0* 8 536 0.15 0 0
HHAS7 Parcubacteria 0.60 62.79* 0* 2 627 0.48 0 0
HHAS8 Parcubacteria 0.60 90.70* 0* 5 619 0.02 0.26 0.19
HHAS9 Parcubacteria 0.96 79.07* 0* 6 942 0.29 0.27 0.44
HHAS10 Gracilibacteria 1.30 97.67* 0* 3 1175 0.02 0.22 0.10
HHAS11 Chitinophagales 2.37 75.24 0 17 2051 0 0.17 0.23
HHAS12 Chitinophagales 2.79 75.2 3.96 21 2435 0.97 0 0.02
HHAS13 Chitinophagales 3.13 94.77 3.45 5 2669 1.85 0 0
HHAS14 Chitinophagales 2.99 91.21 2.72 14 2354 0.78 0 0

* Calculated using the CPR marker set.
† Calculated based on the mapping file generated in MetaBAT2.0
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vated sludge samples (Singleton et al., 2021), the HHAS10
bin formed a clade that included genomes from human oral
samples (Dudek et al., 2017).

Metabolic analysis
The predicted metabolic potential of Gracilibacteria,

Parcubacteria, and Saccharimonadia, and the puta‐
tive metabolic interactions between Patescibacteria and
Chitinophagales based on the metagenomic analysis in this
study are shown in Fig. 4. Patescibacterial bins revealed
that Patescibacteria did not possess de novo nucleotide syn‐
thesis, amino acid synthesis, phospholipid synthesis, or a
full TCA cycle. In addition, Patescibacteria possessed ABC
transporters with unknown functions, the peptidoglycan bio‐
synthesis pathway, and type IV pili (Fig. S3). The lack of de
novo amino acid synthesis suggests that peptidases acquire
amino acids. The presence of peptidases was also confirmed
(Table S4). Several patescibacterial bins converted glycine
to serine and harbored serine peptidases. These common
features are consistent with the genomes of activated sludge
samples as well as other natural samples (Wrighton et al.,
2012, 2014; Albertsen et al., 2013; Danczak et al., 2017;
Starr et al., 2018; Lemos et al., 2019; 2020; Sieber et al.,
2019; Chaudhari et al., 2021; Moreira et al., 2021; Yakimov
et al., 2021). The incomplete nucleotide synthesis pathway
and the presence of the comE gene and type IV pili sup‐
port the acquisition of DNA from outside cells (Chen and
Gotschlich, 2001; Starr et al., 2018).

Saccharimonadial bins possessed glycolysis and the pen‐
tose phosphate pathway, with possession patterns depending
on the subgroup (Fig. 4). The members of subdivision
1 (HHAS1 and HHAS5), which are putative filamentous
Saccharimonadia, partially possessed glycolysis, whereas
members of subdivision 3 (HHAS3 and HHAS4) possessed
both glycolysis and the pentose phosphate pathway. The
possession of genes to convert pyruvate to lactate, ace‐
tate, and malate and the lack of a TCA cycle supports
fermentative metabolism. These results are consistent with
previous findings (Wrighton et al., 2012, 2014; Albertsen
et al., 2013; Danczak et al., 2017; Starr et al., 2018;

Lemos et al., 2019; 2020; Sieber et al., 2019; Moreira et
al., 2021; Yakimov et al., 2021). The fermentative path‐
way from pyruvate to lactate or malate may facilitate
the production of NAD+ (Starr et al., 2018; Lemos et
al., 2019). The pentose phosphate pathway in subdivision
3 may be involved in the conversion of glucose-6P to
glyceradehyde-3P and in energy conversion (NADPH to
NADP production) (Albertsen et al., 2013). However, genes
involved in the synthesis of nucleic acids, such as ribose-
phosphate pyrophosphokinase, were absent. Therefore, they
are not expected to contribute to anabolism (the produc‐
tion of deoxyribonucleotides) (Castelle et al., 2018). All
reconstructed saccharimonadial bins in the present study
possessed the NADH dehydrogenase-like protein and com‐
plete cytochrome o ubiquinol oxidase, which is related to
the oxygen scavenging system, despite the absence of the
TCA cycle (Kantor et al., 2013; Starr et al., 2018; Lemos
et al., 2019). In addition, Lemos et al. (2019) suggested
that Saccharimonadia follow non-obligatory fermentative
metabolism with occasional aerobic respiration. As previ‐
ously reported by Lemos et al. (2019), Saccharimonadia
have membrane-bound NADH dehydrogenase to supply
NAD+ and pass the electron to ubiquinone, which trans‐
fers it to cytochrome O ubiquinol oxidase. Cytochrome
then reduces O2 to H2O as the final receptor, delivering
protons through the plasma membrane to generate the
proton electromotive force used for ATP synthesis by
ATP synthase. Filamentous Saccharimonadia in activated
sludge took up N-acetylglucosamine under aerobic condi‐
tions, as demonstrated by microautoradiography combined
with FISH (Kindaichi et al., 2016). Chitinophagales bins
(HHAS12, HHAS13, and HHAS14) possessed chitinase
(MHHEHLFG_00073, MHHEHLFG_01825, AECFEMFL_
01184, and KHEBLPDM_00108) and all Chitinophagales
bins harbored beta-acetylhexosamidase (MHHEHLFG_
00810, CLEEFKKN_01010, AECFEMFL_02009, and
KHEBLPDM_01401). Chitinophagales have the potential
to convert chitin to N-acetylglucosamine via chitobiose
(Fig. 4). All Chitinophagales bins encoded poly-beta-1,6
N-acetyl-d-glucosamine synthase (PgaC). This enzyme

Table 1. Characteristics of patescibacterial bins obtained in the present study

Bin ID Taxonomy Bin size
(Mbp)

Completeness
(%)

Contamination
(%)

Number of
contigs

Number of
CDSs

Relative abundance (%)†

AS201902 AS202004 AA202004
HHAS1 Saccharimonadia 0.91 88.37* 0* 3 946 1.79 0.04 0.03
HHAS2 Saccharimonadia 0.83 97.67* 0* 3 847 0.20 0 0
HHAS3 Saccharimonadia 1.00 93.02* 0* 2 1027 1.47 0 0
HHAS4 Saccharimonadia 0.73 90.70* 0* 3 759 2.26 0 0
HHAS5 Saccharimonadia 0.71 88.37* 0* 6 746 0.29 0 0
HHAS6 Parcubacteria 0.53 90.70* 0* 8 536 0.15 0 0
HHAS7 Parcubacteria 0.60 62.79* 0* 2 627 0.48 0 0
HHAS8 Parcubacteria 0.60 90.70* 0* 5 619 0.02 0.26 0.19
HHAS9 Parcubacteria 0.96 79.07* 0* 6 942 0.29 0.27 0.44
HHAS10 Gracilibacteria 1.30 97.67* 0* 3 1175 0.02 0.22 0.10
HHAS11 Chitinophagales 2.37 75.24 0 17 2051 0 0.17 0.23
HHAS12 Chitinophagales 2.79 75.2 3.96 21 2435 0.97 0 0.02
HHAS13 Chitinophagales 3.13 94.77 3.45 5 2669 1.85 0 0
HHAS14 Chitinophagales 2.99 91.21 2.72 14 2354 0.78 0 0

* Calculated using the CPR marker set.
† Calculated based on the mapping file generated in MetaBAT2.0
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catalyzes the polymerization of uridine diphosphate-N-
acetylglucosamine to produce poly-N-acetylglucosamine
(PGA). There were other bins in active sludge belonging to
Ignavibacteria, Acidobacteria, Actinobacteria, Bacteroidota,
Chloroflexi, Nitrospira, Proteobacteria, and Verrucomicrobia.
These bacteria possessed PgaC and were present in approxi‐
mately 38–41% of samples from AS201902, AS202004,
and AA202004. Filamentous Saccharimonadia in activated
sludge took up N-acetylglucosamine, which strongly sup‐
ports the metabolic interaction between Chitinophagales
and Saccharimonadia via N-acetylglucosamine in activated
sludge. In addition, Saccharimonadia have been suggested
to use some of the PGA produced by bacteria (Hosokawa et
al., 2021). The mechanisms by which N-acetylglucosamine
is assimilated or catabolized by Saccharimonadia currently
remain unclear. Investigations on the metabolism of incor‐
porated N-acetylglucosamine are highly challenging, but are
warranted.

Parcubacterial bins possessed glycolysis and/or the pen‐
tose phosphate pathway. Parcubacterial bins also encoded
genes involved in the conversion of pyruvate to acetate
and malate (Fig. 4). The possession of these pathways
and the lack of a TCA cycle are similar features to
those of saccharimonadial bins and support fermentative
metabolism, as reported in previous studies (Wrighton
et al., 2012; 2014; Albertsen et al., 2013; Danczak et
al., 2017; Lemos et al., 2019; 2020; Starr et al., 2018;
Sieber et al., 2019; Moreira et al., 2021; Yakimov et
al., 2021). A moranbacterial bin (HHAS9) possessed chi‐
tinase (DEAMOMGP_00832 and DEAMOMGP_00955)

(Fig. 4), but not the genes to convert N-acetylglucosamine
to other compounds. The nomurabacterial bin (HHAS7)
possessed the copper-containing nitrite reductase gene
(JCNBLHJH_00228, nirK) (Fig. 4). Some members of
Parcubacteria are known to be involved in nitrite reduc‐
tion (Castelle et al., 2017; Danczak et al., 2017; He et al.,
2021). In addition, several Chitinophagales bins (HHAS12
and HHAS13) possessed the nitric oxide reductase subunit
B/C (norB/C) (CLEEFKKN_01663, CLEEFKKN_01664,
AECFEMFL_01795, and AECFEMFL_01795) and
nitrous-oxide reductase (nosZ) (CLEEFKKN_01654 and
AECFEMFL_02605). Therefore, Nomurabacteria were
partially responsible for denitrification along with
Chitinophagaceae in the activated sludge process.

The gracilibacterial bin (HHAS10) had negligible
central carbon metabolism. It possessed only pyru‐
vate kinase (FNKGEGDK_00842), malate dehydrogen‐
ase (FNKGEGDK_00357), and 2-oxoglutarate/2-oxoacid
ferredoxin oxidoreductase (FNKGEGDK_00164 and
FNKGEGDK_00166). Although the poor metabolic poten‐
tial of Gracilibacteria has also been reported (Sieber
et al., 2019), the gracilibacterial genomes in previous
studies were mainly reconstructed from other habitats,
such as oral and ground water samples. The genome
size of the HHAS10 bin was 1.3 Mbp, which is simi‐
lar to that of other Gracilibacteria (Sieber et al., 2019),
and completeness was relatively high (Table 1). Never‐
theless, it was not possible to predict the metabolic
potential of Gracilibacteria reconstructed in the present
study using the current databases. The accumulation
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of genomic information on Gracilibacteria in activated
sludge is necessary to construct substantial databases.
In contrast, the gracilibacterial bin (HHAS10) possessed
four copies of peptidase belonging to the M23 family
(Table S4), which lyses the cell walls of other micro‐
organisms. The HHAS10 bin also possessed a phospho‐
lipase gene (FNKGEGDK_00603, FNKGEGDK_00841),
whereas Chitinophagales possessed an ABC transporter
(MHHEHLFG_00269, MHHEHLFG_00294, MHHEHLFG_
00428, MHHEHLFG_01772, MHHEHLFG_01773,
MHHEHLFG_01879, KHEBLPDM_00308, KHEBLPDM_
00309, and KHEBLPDM_02272), which releases phospho‐
lipids (Fig. 4). Therefore, the metabolic flow of phos‐
pholipids between Chitinophagales and Gracilibacteria
in activated sludge was considerable. The HHAS10 bin
possessed a homolog of polyhydroxyalkanoate (PHA)
depolymerase (FNKGEGDK_00792), which showed >40%
homology (<1e-65) to PHA depolymerases of known spe‐
cies (Table 2). This feature may help to obtain an energy
source, even though Gracilibacteria have negligible central
carbon metabolism. In general, PHA is degraded by PHA
depolymerase to monomers, such as 3HB, which are then
oxidized to acetoacetyl-CoA in a reaction catalyzed by
3HB dehydrogenase. This is then converted to acetyl-CoA
by β-ketothiolase (Ong et al., 2017). Although Candidatus
Parcunitrobacter nitroensis belonging to Parcubacteria also
possessed PHB, which is a PHA, depolymerase, and pep‐
tidase that acts extracellularly and converts PHB to ace‐
tate, suggesting that PHB may be used as a carbon
source (Castelle et al., 2017), no genes related to the
reaction pathway of hydroxybutyrate in the HHAS10 bin
were identified. Based on an amino acid sequence homol‐
ogy search using the NCBI-nr database, we found that
the genome of HHAS10 bin had a surface layer protein
(FNKGEGDK_00198) that was widely conserved in gra‐
cilibacterial genomes with high similarity (Table 2 and
Fig. S4). Besides, the proteins showed 28% (41/145 bp,
3e-15) and 27–30% (<1e-16) homology with the PHB
depolymerases of Candidatus Parcunitrobacter nitroensis
(OWK27304.1) and other taxa (Myxococcales, Sorangium
cellulosum, and Streptomyces sp.), respectively. Further

studies are needed on the generality and roles of PHA/PHB
depolymerases in Gracilibacteria.

Conclusions

In the present study, the metabolic potential of
Patescibacteria was predicted from the MAGs of acti‐
vated sludge samples, and the physiological role of
Patescibacteria in activated sludge was estimated. The
genomes of three Saccharimonadia, three Parcubacteria,
and one Gracilibacteria species revealed a lack of de novo
nucleotide synthesis, amino acid synthesis, phospholipid
synthesis, and a full TCA cycle. Ten reconstructed genomes
showed a strong positive correlation of relative abundance
with Chitinophagales based on 16S rRNA genes. Meta‐
bolic interactions between a member of Saccharimonadia
and Chitinophagales via N-acetylglucosamine, between a
member of Parcubacteria and Chitinophagales via nitro‐
gen compounds related to denitrification, and between
Gracilibacteria and Chitinophagales via phospholipids
in activated sludge were supported by metabolic predic‐
tions from 10 recovered Patescibacteria MAGs and five
Chitinophagales MAGs. The high abundance of peptidases
in Gracilibacteria suggests their role in cell lysis in acti‐
vated sludge. Further studies related to visualization with
FISH and the enrichment of Patescibacteria are necessary
to elucidate the in situ physiological roles of Patescibacteria
in the activated sludge process.

Acknowledgements

This work was supported by JSPS KAKENHI, Grant Numbers
JP16H04833, and JP20H02287.

References

Albertsen, M., Hugenholtz, P., Skarshewski, A., Nielsen, K.L., Tyson,
G.W., and Nielsen, P.H. (2013) Genome sequences of rare,
uncultured bacteria obtained by differential coverage binning of
multiple metagenomes. Nat Biotechnol 31: 533–538.

Table 2. Summary of genes related to polyhydroxyalkanoate and polyhydroxybutyrate depolymerases in the Gracilibacteria bin HHAS10
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catalyzes the polymerization of uridine diphosphate-N-
acetylglucosamine to produce poly-N-acetylglucosamine
(PGA). There were other bins in active sludge belonging to
Ignavibacteria, Acidobacteria, Actinobacteria, Bacteroidota,
Chloroflexi, Nitrospira, Proteobacteria, and Verrucomicrobia.
These bacteria possessed PgaC and were present in approxi‐
mately 38–41% of samples from AS201902, AS202004,
and AA202004. Filamentous Saccharimonadia in activated
sludge took up N-acetylglucosamine, which strongly sup‐
ports the metabolic interaction between Chitinophagales
and Saccharimonadia via N-acetylglucosamine in activated
sludge. In addition, Saccharimonadia have been suggested
to use some of the PGA produced by bacteria (Hosokawa et
al., 2021). The mechanisms by which N-acetylglucosamine
is assimilated or catabolized by Saccharimonadia currently
remain unclear. Investigations on the metabolism of incor‐
porated N-acetylglucosamine are highly challenging, but are
warranted.

Parcubacterial bins possessed glycolysis and/or the pen‐
tose phosphate pathway. Parcubacterial bins also encoded
genes involved in the conversion of pyruvate to acetate
and malate (Fig. 4). The possession of these pathways
and the lack of a TCA cycle are similar features to
those of saccharimonadial bins and support fermentative
metabolism, as reported in previous studies (Wrighton
et al., 2012; 2014; Albertsen et al., 2013; Danczak et
al., 2017; Lemos et al., 2019; 2020; Starr et al., 2018;
Sieber et al., 2019; Moreira et al., 2021; Yakimov et
al., 2021). A moranbacterial bin (HHAS9) possessed chi‐
tinase (DEAMOMGP_00832 and DEAMOMGP_00955)

(Fig. 4), but not the genes to convert N-acetylglucosamine
to other compounds. The nomurabacterial bin (HHAS7)
possessed the copper-containing nitrite reductase gene
(JCNBLHJH_00228, nirK) (Fig. 4). Some members of
Parcubacteria are known to be involved in nitrite reduc‐
tion (Castelle et al., 2017; Danczak et al., 2017; He et al.,
2021). In addition, several Chitinophagales bins (HHAS12
and HHAS13) possessed the nitric oxide reductase subunit
B/C (norB/C) (CLEEFKKN_01663, CLEEFKKN_01664,
AECFEMFL_01795, and AECFEMFL_01795) and
nitrous-oxide reductase (nosZ) (CLEEFKKN_01654 and
AECFEMFL_02605). Therefore, Nomurabacteria were
partially responsible for denitrification along with
Chitinophagaceae in the activated sludge process.

The gracilibacterial bin (HHAS10) had negligible
central carbon metabolism. It possessed only pyru‐
vate kinase (FNKGEGDK_00842), malate dehydrogen‐
ase (FNKGEGDK_00357), and 2-oxoglutarate/2-oxoacid
ferredoxin oxidoreductase (FNKGEGDK_00164 and
FNKGEGDK_00166). Although the poor metabolic poten‐
tial of Gracilibacteria has also been reported (Sieber
et al., 2019), the gracilibacterial genomes in previous
studies were mainly reconstructed from other habitats,
such as oral and ground water samples. The genome
size of the HHAS10 bin was 1.3 Mbp, which is simi‐
lar to that of other Gracilibacteria (Sieber et al., 2019),
and completeness was relatively high (Table 1). Never‐
theless, it was not possible to predict the metabolic
potential of Gracilibacteria reconstructed in the present
study using the current databases. The accumulation
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The nuclear ribosomal internal transcribed spacer (ITS) region is the most commonly chosen genetic marker for the molec-
ular identification of fungi in environmental sequencing and molecular ecology studies. Several analytical issues complicate 
such efforts, one of which is the formation of chimeric—artificially joined—DNA sequences during PCR amplification or 
sequence assembly. Several software tools are currently available for chimera detection, but rely to various degrees on the 
presence of a chimera-free reference dataset for optimal performance. However, no such dataset is available for use with the 
fungal ITS region. This study introduces a comprehensive, automatically updated reference dataset for fungal ITS sequences 
based on the UNITE database for the molecular identification of fungi. This dataset supports chimera detection throughout the 
fungal kingdom and for full-length ITS sequences as well as partial (ITS1 or ITS2 only) datasets. The performance of the 
dataset on a large set of artificial chimeras was above 99.5%, and we subsequently used the dataset to remove nearly 1,000 
compromised fungal ITS sequences from public circulation. The dataset is available at http://unite.ut.ee/repository.php and is 
subject to web-based third-party curation.
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Fungi form a large and diverse group of heterotrophic 
organisms. Molecular (DNA sequence) data have gradually 
become a critical research tool in mycology, owing largely to 
the subterranean or otherwise inconspicuous nature of much 
of fungal life coupled with a general lack of tangible, discrim-
inatory morphological characteristics in many fungi (12, 33). 
In many cases, DNA sequences represent the only means for 
high-precision species identification and delimitation (15). 
However, molecular mycology is not devoid of complica-
tions, and many technical issues and potential pitfalls need to 
be considered before DNA sequences can be applied for sci-
entific purposes (13, 18). One of these complications is the 
unintentional generation of chimeric sequences during either 
PCR amplification or the assembly of individual sequence reads. 
Chimeras are artificial DNA sequences that are composed of 
two (or sometimes more) sequence fragments that do not 
naturally belong together (35). Most chimeras are produced 
during PCR when DNA templates of more than one sequence 

type are co-amplified and incomplete amplicons act as prim-
ers on not fully matching templates. These template switches 
are more likely to occur if the targeted gene/marker features a 
highly conserved segment that is very similar among differ-
ent taxa in the mixed DNA template pool (9). The resulting 
chimeric sequence consists of two (or more) parts that origi-
nate from different parent sequence types. Chimeras of this 
kind lack a biological interpretation and need to be removed 
from any dataset in which they exist. Failure to do so will 
compromise any analyses the dataset is used in, including 
species identification and delimitation, richness estimation, and 
multiple sequence alignment/phylogenetic inference (23).

The nuclear ribosomal internal transcribed spacer (ITS) 
region is the formal fungal barcode and the most commonly 
sequenced genetic marker in mycology (2, 28). The average 
length of the ITS region is 550 base-pairs (bp) in the fungal 
kingdom, but varies markedly among lineages (8, 29). It is 
composed of the two variable spacers, ITS1 and ITS2, and the 
intercalary, highly conserved 5.8S ribosomal gene. The latter 
readily acts as a bridge-point for chimeric extension in 
mixed-template PCR, making chimera control an essential 
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part of ITS-based mycological research (31, 32). Studies 
employing cloning of PCR amplicons need to be particularly 
vigilant against chimeras. In cloning, a single PCR fragment 
is selected, multiplied, and sequenced; therefore, any polymerase- 
generated artifact will penetrate to an extent not observed in 
direct Sanger sequencing, in which sequence chromatograms 
represent the averaged signal from numerous original templates 
rather than a single PCR fragment. Chimera control also has 
to be exercised when working with individual specimens such 
as fruiting bodies. Contamination in any of the laboratory steps 
or the presence of intra-sporocarp parasites or commensals 
such as Hyphomycetes in boletes (4) and lichen-inhabiting 
lineages in Tremellales and Filboasidiales (22) may produce 
chimeras in these cases. Chimera control is also essential in 
next-generation sequencing of fungal communities in envi-
ronmental samples, in which the multi-species nature of the 
samples, sometimes coupled with the intrinsic properties of 
the sequencing platform, provide ample opportunities for 
chimera formation (27). Prior to this study, a total of 1,825 
chimeras involving public sequences of the fungal ITS region 
were recorded in the UNITE database for the molecular 
identification of fungi (1), the largest tailored and actively 
curated public database for fungal ITS sequences. UNITE 
mirrors the (Sanger-derived) fungal ITS sequences in the 
International Nucleotide Sequence Database Collaboration 
(INSDC: GenBank, EMBL, and DDBJ; 20) such that the chimera 
count in UNITE is essentially that of the public fungal ITS 
sequence corpus generated to date by the scientific community.

The detection of chimeras is challenging. Obvious cases of 
chimeras can be identified in smaller, homogeneous datasets 
by simply examining the corresponding multiple sequence 
alignment or using the sequences for a BLAST search in 
INSDC (Supplemental Fig. S1). Manual approaches become 
problematic in larger datasets. Nilsson et al. (23) released a 
Perl-based semi-automated chimera finder for fungal ITS 
sequences, the advantage of which is its ability to detect 
Sanger-length chimeras occurring at and above the ordinal 
level; however, it is ineffective against chimeras occurring 
within the same order. Edgar et al. (6) introduced UCHIME, 
a powerful and feature-rich chimera checker for all major 
computer platforms and read lengths. In its “reference data-
base mode”, it cleaves all query sequences into four (default) 
segments in order to determine whether the constituent parts 
are best matched by different sequences in the reference 
database; on the UCHIME chimera scale, more obvious mis-
matches have higher chimera scores. The user is presented 
with a list of sequences that exceed the chimera score cut-off 
threshold, and, ideally, need to be examined by hand. 
UCHIME also offers a “de novo mode” of chimera detection 
for newly generated next-generation sequencing datasets, in 
which putative chimeras are deduced based on the abundances 
of the estimated amplicon sequences (denoising used) or 
unique reads (no denoising used).

A rich and reliable reference database lies at the core of the 
reference database mode of UCHIME and similar programs. 
However, such a database is not readily available for fungal 
ITS sequences. Difficulties have been associated with using 
the corpus of fungal ITS sequences downloaded from INSDC 
because this dataset contains a non-trivial number of chimeras 
and sequences of other technical or annotation-related problems. 

In the present study, we introduced an incremental, taxonom-
ically inclusive, and high-quality set of fungal ITS sequences 
(http://unite.ut.ee/repository.php) derived from the INSDC as 
mirrored in UNITE for use in chimera detection pursuits.

Materials and Methods

Compilation of the ITS reference dataset
UNITE downloads all fungal ITS sequences from INSDC twice a 

year, and subjects them to a series of semi-automated quality control 
measures. All sequences are then clustered at 80% similarity in 
USEARCH 7 (5) to produce clusters at roughly the genus/subgenus 
level. A multiple sequence alignment is computed for each such 
genus-level cluster for graphical display, and the sequences in each 
cluster are subjected to a second round of clustering, at roughly the 
species level (97%–100% similarity in 0.5% steps). The resulting 
operational taxonomic units—called species hypotheses (SHs)—are 
given unique names of the accession number type to enable un - 
ambiguous communication across studies and datasets, and are 
reachable through URIs such as http://unite.ut.ee/sh/SH158651.06FU. 
Although a species hypothesis may be composed of a single sequence 
if sanctioned manually, the present study focused on species hypoth-
eses consisting of two or more sequences. (As discussed below, 
many singleton sequences do not meet quality requirements.) When 
logged into UNITE, the user can view genus-level alignments with 
the species hypotheses indicated (Fig. 1). Based on the most frequent 
sequence type in each species hypothesis, a sequence is automati-
cally chosen as a representative sequence (at the 98.5% similarity 
threshold) for that species hypothesis. These representative sequences 
serve as the basis for the chimera reference database.

However, additional control may be desired over the sequence 
chosen to represent a species hypothesis in some cases. Sequences 
stemming from type specimens, for example, form particularly good 
candidates to represent a species hypothesis in so far as they are of 
sufficient length and read quality (17). UNITE offers web-based 
third-party designation of representative sequences to its users; a 
user can log in and easily change the choice of representative 
sequences or the similarity level at which they should be applied. 
These manually chosen representative sequences are referred to as 
reference sequences. During a recent workshop and subsequent 
annotation effort (17, 25), the participants, primarily fungal taxono-
mists, re-selected 2,936 reference sequences and verified another 
several thousand representative sequences for reliability and repre-
sentativeness. In addition, 97 sequences that came out as singletons 
in the 97% clustering step and, hence, did not qualify as species 
hypotheses were sanctioned as formal species hypotheses by the 
participants. Schoch et al. (29) similarly presented a large number of 
ITS sequences from type material; these were designated as refer-
ence sequences for species hypotheses in UNITE where applicable. 
The end product was a set of 3,973 reference and 17,086 representa-
tive sequences spanning all species hypotheses across the entire 
fungal tree of life.

Evaluation of the ITS reference dataset
To estimate the power of the reference dataset to detect chimeras 

under ideal (artificial) conditions, we manipulated the 21,059-sequence 
reference dataset to contain only chimeric sequences; all sequences 
were bisected in the middle of the 5.8S gene, and the fragments were 
reshuffled randomly to produce a total of 21,059 chimeras. Each of 
these consisted of ITS1 + half of the 5.8S gene from one sequence, 
and the remainder of the 5.8S gene + ITS2 from another. Fragments 
were not allowed to graft back onto their parent sequence. The pro-
cedure was repeated ten times to produce ten different (21,059-sequence) 
datasets of chimeras. We ran these new chimeras through UCHIME 
using the present reference sequence file as the reference corpus.
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Fungi form a large and diverse group of heterotrophic 
organisms. Molecular (DNA sequence) data have gradually 
become a critical research tool in mycology, owing largely to 
the subterranean or otherwise inconspicuous nature of much 
of fungal life coupled with a general lack of tangible, discrim-
inatory morphological characteristics in many fungi (12, 33). 
In many cases, DNA sequences represent the only means for 
high-precision species identification and delimitation (15). 
However, molecular mycology is not devoid of complica-
tions, and many technical issues and potential pitfalls need to 
be considered before DNA sequences can be applied for sci-
entific purposes (13, 18). One of these complications is the 
unintentional generation of chimeric sequences during either 
PCR amplification or the assembly of individual sequence reads. 
Chimeras are artificial DNA sequences that are composed of 
two (or sometimes more) sequence fragments that do not 
naturally belong together (35). Most chimeras are produced 
during PCR when DNA templates of more than one sequence 

type are co-amplified and incomplete amplicons act as prim-
ers on not fully matching templates. These template switches 
are more likely to occur if the targeted gene/marker features a 
highly conserved segment that is very similar among differ-
ent taxa in the mixed DNA template pool (9). The resulting 
chimeric sequence consists of two (or more) parts that origi-
nate from different parent sequence types. Chimeras of this 
kind lack a biological interpretation and need to be removed 
from any dataset in which they exist. Failure to do so will 
compromise any analyses the dataset is used in, including 
species identification and delimitation, richness estimation, and 
multiple sequence alignment/phylogenetic inference (23).

The nuclear ribosomal internal transcribed spacer (ITS) 
region is the formal fungal barcode and the most commonly 
sequenced genetic marker in mycology (2, 28). The average 
length of the ITS region is 550 base-pairs (bp) in the fungal 
kingdom, but varies markedly among lineages (8, 29). It is 
composed of the two variable spacers, ITS1 and ITS2, and the 
intercalary, highly conserved 5.8S ribosomal gene. The latter 
readily acts as a bridge-point for chimeric extension in 
mixed-template PCR, making chimera control an essential 
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Chimeras among public ITS sequences
In an effort to detect and flag the worst cases of chimeric fungal 

ITS sequences in INSDC/UNITE, we ran the combined INSDC/
UNITE dataset (376,840 more or less full-length fungal ITS 
sequences, excluding the 1,825 known chimeras) as a query in 
UCHIME 7.0.1090 using the default chimera score cut-off value 
(0.28) and the new 21,059-sequence dataset as the chimera-free 
reference dataset. We examined the 5,414 resulting putative chime-
ras manually for a chimeric nature following the procedure of 
Nilsson et al. (24). In order to evaluate the performance of UCHIME 
on these authentic sequences, we compared UCHIME scores for the 
sequences we deemed to be chimeric with the scores for those that 
were not considered to be chimeric by us. The Wilcoxon-Mann-
Whitney test implemented in R 2.15.3 (http://cran.r-project.org) 
was used to statistically analyze differences in scores between the 
chimeric and non-chimeric sequences.

Results

Reference dataset
The reference dataset comprised 21,059 sequences (August 

2014) and is available for download at http://unite.ut.ee/
repository.php. It was designed for chimera control of more 
or less full-length fungal ITS sequences, and may, thus, not work 
well for sequences that contain non-trivial parts (200+ bp.) of 
the neighboring small-subunit (SSU/18S) and/or large sub-
unit (LSU/28S) genes because the SSU and LSU are absent 
from the reference dataset. We also provide standalone ITS1-
only and ITS2-only files extracted using ITSx for the same 

21,059 sequences (3). This supports chimera detection in 
datasets containing only (full-length or partial) ITS1 or 
ITS2 sequences, notably those stemming from amplicon-based 
next-generation sequencing efforts.

Fig. 1. A genus-level alignment in UNITE of the ectomycorrhizal genus Hydnum, with the individual species hypotheses (SHs) indicated by the 
colored boxes at different similarity levels (97–100%). One sequence (shown here in green) from each such species hypothesis was used to build the 
chimera reference dataset. Manually chosen reference sequences are indicated by filled circles in the SH column; these superseded the automatic 
choice of representative sequences for species hypotheses and are particularly suited for sequences from type (or otherwise authenticated) material. 
Two sequences from type specimens are indicated in the figure.

Fig. 2. Boxplots of UCHIME scores for non-chimeric and chimeric 
sequences. All sequences were included in panel (a), while sequences 
with low read quality were removed in panel (b). The score difference 
between the non-chimeric and chimeric sequences was statistically 
assessed through the Wilcoxon-Mann-Whitney test.
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Evaluation of the ITS reference dataset
UCHIME identified an average of 99.82% (SD 0.0421) of 

the sequences in the ten 21,059-chimera datasets as chimeric 
by using default UCHIME settings.

Chimeras among public ITS sequences
A total of 5,414 (1.4%) out of the 376,840 UNITE/INSDC 

sequences were identified as putatively chimeric by UCHIME, 
ranging from cases with very high chimera scores (50+) to 
those barely exceeding the threshold value (0.28; Fig. 2). One 
hundred and eighty-seven sequences had a chimera score 
above 10; 768 had a chimera score between 1 and 10; and 
4,459 sequences had a chimera score above the 0.28 thresh-
old, but below 1. All these sequences were subjected to a 
manual examination in the INSDC and UNITE. We identified 
724 (13.3%) as clear cases of chimeras and 239 (4.4%) that 
represented sequences of low read quality; however, we 
could not reach an unequivocal decision on the chimeric 
nature of the remaining 4,551 entries or a chimeric nature 
appeared to be unlikely. Screenshots of the BLAST results of 
these entries are shown in Supplemental Fig. S1. Approximately 
25% of these sequences appeared to stem from fungi with 
conserved ITS2 regions, but variable ITS1 regions (e.g. lineages 
in Aspergillus and Colletotrichum; see 17), and approxi-
mately the same percentage of sequences appeared to be 
natural hybrids (cf. 10, 26), as evidenced by the multiple 
independent recoveries of many of these species. Although 
10% of the sequences appeared to be of low read quality, 
explicit evidence was lacking. A decision on whether the 
remaining sequences were chimeric was dependent on one to 
five base-pairs. We concluded that unequivocal decisions 
were impossible in these cases, and the sequences were left in 
the database. Ten cases of incorrectly assembled sequences 
(“assembly chimeras”) were also detected. Clear cases of 
chimeras, the assembly chimeras, and low-read quality 
entries were marked as compromised in UNITE and reported 
to the INSDC.

The Wilcoxon-Mann-Whitney test revealed significant 
differences in scores between sequences considered chimeric 
and those that were not found to be chimeric, with median 
UCHIME scores of 3.78 and 0.51 for the chimeric and non- 
chimeric groups, respectively (p<10−16; Fig. 2).

Database implementation
We modified UNITE to hold and display UCHIME results 

in order to facilitate chimera detection for users with limited 
experience in command-line programs. Sequences that 
exceeded the default score at which UCHIME considered 
a sequence chimeric have now been marked as putatively 
chimeric in the database, with the score and two putative 
parent sequences indicated and hyperlinked (Supplemental 
Fig. S2). These data are re-generated after each re-computation 
of the species hypotheses in UNITE. The 5,414 sequences 
indicated as putatively chimeric in UNITE/INSDC in the 
present study were specified accordingly.

Discussion

We here present a 21,059-sequence fungal ITS dataset for 
use in chimera control in UCHIME or any other chimera 
detection program that relies on a chimera-free reference 
dataset. Amplicon-based next-generation sequencing studies 
are strongly advised to consider the reference-free de novo 
chimera detection mode of UCHIME/UPARSE (7); however, 
even in these studies, an established reference dataset may 
need to be referred to, at least for particularly problematic 
cases. Our sequence dataset, which is available at http://unite.
ut.ee/repository.php, is updated automatically as the number 
of fungal ITS sequences in INSDC increases. It is further-
more subject to third-party annotation, such that those who 
feel they are in a position to improve the data (and particularly 
the choice or similarity levels of applications of reference 
sequences for species hypotheses) can do so. Nevertheless, it 
is not a dataset devoid of potential problems, with the most 
obvious one being its limited taxonomic depth. Although the 
ITS region is the formal fungal barcode, ITS sequences are 
only available for ~17,000 fully identified species out of the 
estimated one to several million extant species of fungi (11, 
17). Chimera detection programs, in contrast, work better 
when both parent sequences of a chimera are present in the 
reference database. This will, in practice, not always be the 
case for those processing newly generated ITS sequences 
from environmental or taxonomic studies, suggesting that a 
certain proportion of false-positive (and false-negative) iden-
tifications will have to be tolerated by the mycological com-
munity for now. This testifies to the importance of manual 
verification of sequences indicated to be putatively chimeric 
(and possibly also sequences that are close to, but do exceed 
the threshold for what is regarded a chimeric sequence).

A second shortcoming lies in the requirement that a species 
hypothesis in UNITE must be composed of two or more 
sequences (although singleton sequences can be sanctioned 
manually as species hypotheses). This requirement is import-
ant from a sequence quality point of view because sequences 
that form singletons in clustering approaches of large datasets 
are often associated with quality problems (13, 24, 30). To 
automatically endow all singleton sequences with the status 
of species hypotheses may give rise to a large number of 
phantom species hypotheses. Such species hypotheses may 
not correspond to any biological reality because the sequences 
are in some way technically compromised. The inclusion of 
these sequences in the chimera reference dataset may reduce 
the power of the dataset for chimera detection. Nevertheless, 
a certain proportion of singleton sequences do correspond to 
high-quality DNA sequences that, although not finding any 
close match in the sequence databases, do correspond to 
actual species. These have, by default, not been included in 
the present reference database. UNITE provides the opportu-
nity to manually sanction such singleton sequences as refer-
ence sequences for species hypotheses. Manual examinations 
and designations form a bottleneck here, and the absolute 
majority of reference sequences that have been designated in 
UNITE are found in species hypotheses composed of two or 
more sequences. This number is expected to rise because the 
number of third-party annotators is increasing (25). The 
requirement that a species hypothesis must be composed of 
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Chimeras among public ITS sequences
In an effort to detect and flag the worst cases of chimeric fungal 

ITS sequences in INSDC/UNITE, we ran the combined INSDC/
UNITE dataset (376,840 more or less full-length fungal ITS 
sequences, excluding the 1,825 known chimeras) as a query in 
UCHIME 7.0.1090 using the default chimera score cut-off value 
(0.28) and the new 21,059-sequence dataset as the chimera-free 
reference dataset. We examined the 5,414 resulting putative chime-
ras manually for a chimeric nature following the procedure of 
Nilsson et al. (24). In order to evaluate the performance of UCHIME 
on these authentic sequences, we compared UCHIME scores for the 
sequences we deemed to be chimeric with the scores for those that 
were not considered to be chimeric by us. The Wilcoxon-Mann-
Whitney test implemented in R 2.15.3 (http://cran.r-project.org) 
was used to statistically analyze differences in scores between the 
chimeric and non-chimeric sequences.

Results

Reference dataset
The reference dataset comprised 21,059 sequences (August 

2014) and is available for download at http://unite.ut.ee/
repository.php. It was designed for chimera control of more 
or less full-length fungal ITS sequences, and may, thus, not work 
well for sequences that contain non-trivial parts (200+ bp.) of 
the neighboring small-subunit (SSU/18S) and/or large sub-
unit (LSU/28S) genes because the SSU and LSU are absent 
from the reference dataset. We also provide standalone ITS1-
only and ITS2-only files extracted using ITSx for the same 

21,059 sequences (3). This supports chimera detection in 
datasets containing only (full-length or partial) ITS1 or 
ITS2 sequences, notably those stemming from amplicon-based 
next-generation sequencing efforts.

Fig. 1. A genus-level alignment in UNITE of the ectomycorrhizal genus Hydnum, with the individual species hypotheses (SHs) indicated by the 
colored boxes at different similarity levels (97–100%). One sequence (shown here in green) from each such species hypothesis was used to build the 
chimera reference dataset. Manually chosen reference sequences are indicated by filled circles in the SH column; these superseded the automatic 
choice of representative sequences for species hypotheses and are particularly suited for sequences from type (or otherwise authenticated) material. 
Two sequences from type specimens are indicated in the figure.

Fig. 2. Boxplots of UCHIME scores for non-chimeric and chimeric 
sequences. All sequences were included in panel (a), while sequences 
with low read quality were removed in panel (b). The score difference 
between the non-chimeric and chimeric sequences was statistically 
assessed through the Wilcoxon-Mann-Whitney test.
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two or more sequences excludes most spurious sequences 
from being used as representative sequences, but does not 
offer full protection against unwanted representative se - 
quences. For example, the exact same chimeric sequence may 
be formed twice or even more in the same study or across 
studies. Therefore, our “chimera-free” reference dataset may 
still contain a few chimeras. Smaller chimeric insertions (or 
untrimmed vectors) in sequences, in which the insertions are 
small enough not to penetrate to give rise to different species 
hypotheses, may also be present in the dataset. Although we 
are not currently aware of such a case, we ask the users to be 
aware of their potential existence in the dataset and to take 
action when they find any such entries. A final shortcoming 
lies in the fact that ITS chimeras spanning kingdoms, such as 
Fungi and Plantae, are, although unlikely, at least conceivable 
(21). The extent to which the present reference dataset, which 
covers fungi only, can be used to find cross-kingdom chimeras 
has yet to be established.

The intrinsic properties of the ITS region may also make 
successful chimera detection difficult. The highly variable 
ITS1 and ITS2 subregions may differ slightly in variability, 
with the length and sequence content of ITS2 being more 
conserved, at least in Basidiomycota (14, 34). An ITS2 
sequence type may be conserved across several species 
whereas the corresponding ITS1 sequences differ in length/
sequence content by a few base-pairs or more. These cases 
may give rise to false-positive chimera detections in which 
ITS1, due to its being unique, will be assigned to the correct 
parent sequence A, whereas ITS2 will be assigned by chance 
to parent sequence B. This designation occurs due to 
sequences A and B having identical ITS2 sequences. The 
multicopy nature of the ITS region, with the potential for 
several different allelic variants of the marker, may occasion-
ally give rise to chimeras that may be both difficult to find and 
complicated to verify (19). A few cases of naturally occurring 
“chimeras” have been reported previously (16, 36). To 
summarize, the user needs to be aware that it is not always 
possible to unequivocally prove that a sequence is chimeric. 
This is particularly true for sequences downloaded from 
public sequence databases, in which the context of the 
sequence, as well as additional, explanatory data, will not 
always be available for examination.

We demonstrated that the UCHIME/reference dataset com-
bination was useful in the pursuit of chimeric fungal ITS 
sequences in the public corpus; nearly 1,000 substandard 
publicly deposited sequences were identified and removed. 
Nevertheless, we do not want to imply that fungal ITS 
chimera detection will be trivial from this point on. When we 
manipulated the reference dataset to contain only chimeric 
sequences, the UCHIME/reference dataset combination de-
tected an average of 99.82% out of the 21,059 chimeras as 
chimeric, which was considered to be a very satisfactory 
performance. However, this approach relied on the random 
regrafting of sequence halves, which, in reality, may be more 
common among closely related species (similar sequences). 
We similarly assumed chimeric breakpoints to occur in the 
very conserved 5.8S gene, which may be an oversimplifica-
tion. Thus, the user should not expect a chimera detection 
efficiency of 99.82% in real-life datasets. Nevertheless, we 
believe that the present dataset will lead to noise reduction in 

fungal ITS datasets in medical, taxonomic, and environmen-
tal sequencing of fungi and fungal communities. We also 
hope that users will report any chimeric sequences detected in 
INSDC/UNITE to the database to prevent bad data from 
propagating through the literature. We invite the community 
to improve the present dataset through UNITE, particularly 
by designating reference sequences for species hypotheses 
and excluding substandard entries. Other improvements, such 
as taxonomic re-annotations, are also valuable to the mycological 
community. The time dedicated to third-party annotation is 
arguably a small price to pay for the knowledge that chimera 
detection and molecular identification will be performed in a 
richer and more informed way by the user and the remainder 
of the scientific community.
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two or more sequences excludes most spurious sequences 
from being used as representative sequences, but does not 
offer full protection against unwanted representative se - 
quences. For example, the exact same chimeric sequence may 
be formed twice or even more in the same study or across 
studies. Therefore, our “chimera-free” reference dataset may 
still contain a few chimeras. Smaller chimeric insertions (or 
untrimmed vectors) in sequences, in which the insertions are 
small enough not to penetrate to give rise to different species 
hypotheses, may also be present in the dataset. Although we 
are not currently aware of such a case, we ask the users to be 
aware of their potential existence in the dataset and to take 
action when they find any such entries. A final shortcoming 
lies in the fact that ITS chimeras spanning kingdoms, such as 
Fungi and Plantae, are, although unlikely, at least conceivable 
(21). The extent to which the present reference dataset, which 
covers fungi only, can be used to find cross-kingdom chimeras 
has yet to be established.

The intrinsic properties of the ITS region may also make 
successful chimera detection difficult. The highly variable 
ITS1 and ITS2 subregions may differ slightly in variability, 
with the length and sequence content of ITS2 being more 
conserved, at least in Basidiomycota (14, 34). An ITS2 
sequence type may be conserved across several species 
whereas the corresponding ITS1 sequences differ in length/
sequence content by a few base-pairs or more. These cases 
may give rise to false-positive chimera detections in which 
ITS1, due to its being unique, will be assigned to the correct 
parent sequence A, whereas ITS2 will be assigned by chance 
to parent sequence B. This designation occurs due to 
sequences A and B having identical ITS2 sequences. The 
multicopy nature of the ITS region, with the potential for 
several different allelic variants of the marker, may occasion-
ally give rise to chimeras that may be both difficult to find and 
complicated to verify (19). A few cases of naturally occurring 
“chimeras” have been reported previously (16, 36). To 
summarize, the user needs to be aware that it is not always 
possible to unequivocally prove that a sequence is chimeric. 
This is particularly true for sequences downloaded from 
public sequence databases, in which the context of the 
sequence, as well as additional, explanatory data, will not 
always be available for examination.

We demonstrated that the UCHIME/reference dataset com-
bination was useful in the pursuit of chimeric fungal ITS 
sequences in the public corpus; nearly 1,000 substandard 
publicly deposited sequences were identified and removed. 
Nevertheless, we do not want to imply that fungal ITS 
chimera detection will be trivial from this point on. When we 
manipulated the reference dataset to contain only chimeric 
sequences, the UCHIME/reference dataset combination de-
tected an average of 99.82% out of the 21,059 chimeras as 
chimeric, which was considered to be a very satisfactory 
performance. However, this approach relied on the random 
regrafting of sequence halves, which, in reality, may be more 
common among closely related species (similar sequences). 
We similarly assumed chimeric breakpoints to occur in the 
very conserved 5.8S gene, which may be an oversimplifica-
tion. Thus, the user should not expect a chimera detection 
efficiency of 99.82% in real-life datasets. Nevertheless, we 
believe that the present dataset will lead to noise reduction in 

fungal ITS datasets in medical, taxonomic, and environmen-
tal sequencing of fungi and fungal communities. We also 
hope that users will report any chimeric sequences detected in 
INSDC/UNITE to the database to prevent bad data from 
propagating through the literature. We invite the community 
to improve the present dataset through UNITE, particularly 
by designating reference sequences for species hypotheses 
and excluding substandard entries. Other improvements, such 
as taxonomic re-annotations, are also valuable to the mycological 
community. The time dedicated to third-party annotation is 
arguably a small price to pay for the knowledge that chimera 
detection and molecular identification will be performed in a 
richer and more informed way by the user and the remainder 
of the scientific community.
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Isolated RNA viruses mainly parasitize eukaryotes. RNA viruses either expand horizontally by infecting hosts (acute
type) or coexist with the host and are vertically inherited (persistent type). The significance of persistent-type RNA viruses
in environmental viromes (the main hosts are expected to be microbes) was only recently reported because they had
previously been overlooked in virology. In this review, we summarize the host-virus relationships of eukaryotic microbial
RNA viruses. Picornavirales and Reoviridae are recognized as representative acute-type virus families, and most of the
microbial viruses in Narnaviridae, Totiviridae, and Partitiviridae are categorized as representative persistent-type viruses.
Acute-type viruses have only been found in aquatic environments, while persistent-type viruses are present in various
environments, including aquatic environments. Moreover, persistent-type viruses are potentially widely spread in the RNA
viral sequence space. This emerging evidence provides novel insights into RNA viral diversity, host-virus relationships, and
their history of co-evolution.

Key words: aquatic, RNA virus, eukaryote

An RNA virus has single- or double-stranded RNA as
its genome. The genome sizes of RNA viruses range from
several kb to several tens of kb, and some harbor segmented
genomes depending on the virus group/species (King et al.,
2012; Koonin et al., 2020). To date, most RNA viruses
have been isolated from eukaryotes, and more than 50% of
isolated viruses from eukaryotes are RNA viruses (Nasir et
al., 2014). Since the majority of eukaryotes are expected to
be infected by RNA viruses, RNA viruses and eukaryotes
likely have a long history of co-evolution (Koonin et al.,
2015). In contrast, no or very few RNA virus families have
been isolated from archaea and bacteria, respectively; how‐
ever, the diversity of prokaryotic RNA viruses was very
recently expanded by metatranscriptomics and subsequent
in silico analyses (Callanan et al., 2020; Neri, U., et
al. 2022. A five-fold expansion of the global RNA
virome reveals multiple new clades of RNA bacteriophages.
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Historically, RNA viruses have been detected as infec‐

tious causative agents in humans and economically impor‐
tant plants and animals (Beijerinck, 1898; Loeffler and
Frosch, 1898; Reed and Carroll, 1901). However, in the
last several decades, fungal RNA viruses that persistently
infect their hosts without causing clear phenotypic changes
have been discovered, although a few have been found
in edible mushrooms and pathogenic fungi that cause phe‐
notypic symptoms (Nuss, 2005; Roossinck, 2014). More‐
over, similar “cryptic” RNA viruses are widely present in
plants (Roossinck et al., 2010). To obtain a more detailed
understanding of RNA viruses, Roossinck categorized the
lifestyles of plant/fungal viruses into two types, persistent
and acute (Roossinck, 2010, 2012, 2015). Briefly, viruses
with a persistent lifestyle are transmitted vertically via cell
division, while viruses with an acute lifestyle are most fre‐
quently transmitted horizontally (Fig. 1). This classification
is completely different from “acute infection”, “persistent
(latent) infection”, and “chronic infection” in human infec‐
tions. These clinical categories indicate the course of viral
dose/activity or the state of disease in humans. For example,
hepatitis C virus (HCV), a positive-sense single-stranded
RNA virus, sometimes establishes a chronic infection after
an acute infection. However, this does not represent a
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change in the viral lifestyle. HCV is categorized as an acute-
type RNA virus by Roossinck’s criteria because it mainly
spreads by horizontal transmission.

The acute and persistent types have both been identified
in eukaryotic microbial lineages of fungi and protists. Fur‐
thermore, viral metagenomics enables us to identify diverse
RNA viruses and infer their lifestyles. To date, a large
diversity of RNA viruses has been revealed in soil and
aquatic microbial ecosystems (Culley et al., 2006; Suttle,
2016; Urayama et al., 2018a; Starr et al., 2019; Wolf et al.,
2020; Edgar et al., 2022; Zayed et al., 2022), in addition
to biological samples from organisms, such as invertebrates,
deep-sea animals, and microbial consortia associated with
sponges, macroalgae, and lichens (Shi et al., 2016; Urayama
et al., 2018b, 2020a, 2020b; Chiba et al., 2020). In this
review, we summarize eukaryotic microbial RNA viruses
based on their lifestyles and discuss their significance in
microbial ecosystems. This review focuses on RNA viruses
excluding retroviruses. Retroviruses are distinct from other
RNA viruses in their life cycle because they are embedded
into the host genome, whereas other RNA viruses are not.
Retroviruses have a mixed strategy of vertical and horizon‐
tal transmission and change their strategy depending on the
life stage.

Microbial RNA viruses have two life cycle strategies

We define acute- and persistent-type life cycles in
microbial RNA viruses based on Roossinck’s definition
(Roossinck, 2010) (Fig. 1). Acute-type viruses are mainly
transmitted horizontally via extracellular viral particles.
These viruses have the ability to enter host cells from the
outside and exit host cells to the outside. During the viral
life cycle, acute-type viruses often cause “disease” as rep‐
resented by cell lysis (Tomaru et al., 2004). In contrast,
persistent-type viruses are mainly transmitted vertically via
the cell division of their host without cell lysis (Nuss, 2005).
These viruses remain associated with their hosts for many
generations with nearly 100% vertical transmission, and
sometimes lack the ability to enter and exit host cells. In
addition, some persistent-type RNA viruses lack capsid pro‐

Fig. 1. Schematic of transmission routes of microbial RNA viruses.

teins (Dolja and Koonin, 2012). No gene is shared only in
persistent-type RNA viruses. Persistence and vertical trans‐
mission in viruses has been suggested to correlate with com‐
mensal or mutualistic lifestyles (Roossinck, 2011; Marquez
and Roossinck, 2012).

The host cell phenotype is an attractive subject in
virology, and persistent- and acute-type lifestyles over‐
lap with symbiosis and antagonism, respectively. How‐
ever, difficulties are associated with the classification of
viruses according to the phenotype of the host organism
because the host-virus relationship changes depending on
the surrounding conditions (Xu et al., 2008). Furthermore,
we cannot test all environmental conditions that may affect
the host phenotype. Therefore, we defined the two types of
viruses based on the viral transmission route in this review.

Heterosigma akashiwo RNA virus (HaRNAV) (Tai et
al., 2003; Lang et al., 2004) is a well-known acute-type
RNA virus associated with microbial eukaryotes in aquatic
ecosystems. HaRNAV was isolated from a Heterosigma
akashiwo culture that showed the lysis of host cells after
the inoculation of a virus particle fraction from seawater. To
maintain HaRNAV in lab conditions, a 0.22-μm filtered cell
lysate including HaRNAV is inoculated into H. akashiwo
cultures, and after cell lysis, the lysate is used as an inoc‐
ulum. In this case, since the host is re-infected with the
daughter virus obtained by filter filtration from the lytic
solution, we defined the RNA virus as an acute-type virus.
Based on the genome sequence of HaRNAV, it belongs to
Marnaviridae (Lang et al., 2021), which includes several
acute-type microbial RNA viral genera, such as Marnavirus
and Labyrnavirus (Lang et al., 2004; Takao et al., 2006).

Among persistent-type RNA viruses, Saccharomyces cer‐
evisiae virus L-A (ScV-L-A) (Wickner, 1996) is a repre‐
sentative strain. The presence of RNA viruses may be
confirmed by long cellular dsRNA because it only consists
of dsRNA viral genomes and/or replicative intermediates
of non-retro ssRNA viruses (Morris and Dodds, 1979).
ScV-L-A does not confer a detectable phenotype upon its
host (yeast) cells (Schmitt and Breinig, 2002), and viral
dsRNA is maintained in the host cell and transmitted to
daughter cells via cell division. ScV-L-A may be maintained
and amplified in S. cerevisiae cells under laboratory condi‐
tions. In this case, since the RNA virus is maintained by a
host sub-culture, we define the RNA virus as a persistent-
type virus. ScV-L-A belongs to the family Totiviridae,
which includes other known totiviruses isolated from pro‐
tists (Goodman et al., 2011).

The definitions of acute- and persistent-type viruses are
not applicable in some exceptional cases. For example, fun‐
gal persistent-type RNA viruses are mainly transmitted to
daughter cells, but may also be transmitted between closely
related fungal strains through anastomosis (Liu et al., 2003;
Vainio et al., 2011). On a geological time scale, the trans‐
mission of RNA viruses between plants and fungi may also
have occurred (Nibert et al., 2014; Roossinck, 2019; Bian et
al., 2020).

Isolated microbial RNA viruses

We herein summarized and grouped isolated microbial
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Isolated RNA viruses mainly parasitize eukaryotes. RNA viruses either expand horizontally by infecting hosts (acute
type) or coexist with the host and are vertically inherited (persistent type). The significance of persistent-type RNA viruses
in environmental viromes (the main hosts are expected to be microbes) was only recently reported because they had
previously been overlooked in virology. In this review, we summarize the host-virus relationships of eukaryotic microbial
RNA viruses. Picornavirales and Reoviridae are recognized as representative acute-type virus families, and most of the
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environments, including aquatic environments. Moreover, persistent-type viruses are potentially widely spread in the RNA
viral sequence space. This emerging evidence provides novel insights into RNA viral diversity, host-virus relationships, and
their history of co-evolution.
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An RNA virus has single- or double-stranded RNA as
its genome. The genome sizes of RNA viruses range from
several kb to several tens of kb, and some harbor segmented
genomes depending on the virus group/species (King et al.,
2012; Koonin et al., 2020). To date, most RNA viruses
have been isolated from eukaryotes, and more than 50% of
isolated viruses from eukaryotes are RNA viruses (Nasir et
al., 2014). Since the majority of eukaryotes are expected to
be infected by RNA viruses, RNA viruses and eukaryotes
likely have a long history of co-evolution (Koonin et al.,
2015). In contrast, no or very few RNA virus families have
been isolated from archaea and bacteria, respectively; how‐
ever, the diversity of prokaryotic RNA viruses was very
recently expanded by metatranscriptomics and subsequent
in silico analyses (Callanan et al., 2020; Neri, U., et
al. 2022. A five-fold expansion of the global RNA
virome reveals multiple new clades of RNA bacteriophages.
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Historically, RNA viruses have been detected as infec‐

tious causative agents in humans and economically impor‐
tant plants and animals (Beijerinck, 1898; Loeffler and
Frosch, 1898; Reed and Carroll, 1901). However, in the
last several decades, fungal RNA viruses that persistently
infect their hosts without causing clear phenotypic changes
have been discovered, although a few have been found
in edible mushrooms and pathogenic fungi that cause phe‐
notypic symptoms (Nuss, 2005; Roossinck, 2014). More‐
over, similar “cryptic” RNA viruses are widely present in
plants (Roossinck et al., 2010). To obtain a more detailed
understanding of RNA viruses, Roossinck categorized the
lifestyles of plant/fungal viruses into two types, persistent
and acute (Roossinck, 2010, 2012, 2015). Briefly, viruses
with a persistent lifestyle are transmitted vertically via cell
division, while viruses with an acute lifestyle are most fre‐
quently transmitted horizontally (Fig. 1). This classification
is completely different from “acute infection”, “persistent
(latent) infection”, and “chronic infection” in human infec‐
tions. These clinical categories indicate the course of viral
dose/activity or the state of disease in humans. For example,
hepatitis C virus (HCV), a positive-sense single-stranded
RNA virus, sometimes establishes a chronic infection after
an acute infection. However, this does not represent a
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RNA viruses based on the infection type (Table S1). Micro‐
bial RNA viruses with acute-type lifestyles have been
obtained from aquatic host strains (Sadeghi et al., 2021).
Among them, ssRNA viruses that lyse host cells have
been reported, such as Heterosigma akashiwo RNA virus
(HaRNAV) (Picornavirales), which infects the toxic bloom-
forming raphidophyte Heterosigma akashiwo (Raphidophy‐
ceae) (Tai et al., 2003); Heterocapsa circularisquama RNA
virus 01 (Alvernaviridae), which infects the bivalve-killing
dinoflagellate Heterocapsa circularisquama (Dinophyceae)
(Tomaru et al., 2004); and Aurantiochytrium single-stranded
RNA virus 01 (Picornavirales), which infects the marine
fungoide Schizochytrium sp. (Thraustochytriaceae) (Takao
et al., 2005). The dsRNA virus, Micromonas pusilla reovi‐
rus (Reoviridae), which infects and lyses the marine pho‐
tosynthetic protist Micromonas pusilla (Mamiellophyceae)
(Brussaard et al., 2004), has also been isolated.

In contrast, microbial RNA viruses with persistent-type
lifestyles have mainly been identified using intracellular
dsRNA (a molecular biomarker) or RNA-seq technology.
This type of RNA virus has been exclusively studied and
identified in fungi (Ghabrial et al., 2015; Kotta-Loizou and
Coutts, 2017). To date, identified dsRNA viruses include
unclassified RNA viruses that infect the cultivated mush‐
room Agaricus bisporus (van der Lende et al., 1994); Pen‐
icillium chrysogenum virus (Chrysoviridae), which infects
the penicillin-producing strains of Penicillium chrysogenum
(Banks et al., 1969); and Saccharomyces cerevisiae virus
L-A (Totiviridae), which infects the budding yeast S.
cerevisiae (Wickner, 1996). Oomycetes (Oomycota) have
also been subject to dsRNA-based surveillance, and the
plant pathogens Phytophthora infestans and Asparagus
officinalis are known to harbor Phytophthora infestans RNA
virus 3 (unclassified) and Phytophthora endornavirus 2
(and 3) (Endornaviridae), respectively (Cai et al., 2013;
Uchida et al., 2021). In addition, protozoans, such as
Trichomonas, Leishmania, and Giardia, harbor persistent-
type RNA viruses (Wang and Wang, 1986; Stuart et al.,
1992; Khoshnan and Alderete, 1994); however, the presence
of extracellular infection routes has been suggested (Wang
and Wang, 1986; Torrecilhas et al., 2020).

RNA viruses with acute-type lifestyles have been
detected in aquatic environments, while those with
persistent-type lifestyles have been found in terrestrial
environments. However, ssRNA and dsRNA viruses with
persistent-type lifestyles have both been recently iden‐
tified from a marine oomycete strain in the genus
Halophytophthora (Botella et al., 2020) and a marine fun‐
gal strain isolated from the seagrass Posidonia oceanica
(Nerva et al., 2016). The identification of these strains
was based on high-throughput sequencing methods, while
culture-dependent isolation has typically been used to iden‐
tify viruses in aquatic research. However, in terrestrial envi‐
ronments, few attempts have been made to obtain acute-type
RNA viruses. We cannot exclude the possibility that the
different distribution pattern observed between the two life‐
style types is a result of methodological bias in virus detec‐
tion and isolation; however, acute-type RNA viruses may
have advantages in dispersal via viral particles to access
new host cells in aquatic environments. In the case of DNA

phages, a number of theories have been proposed, including
Kill-the-Winner and Piggyback-the-Winner (Obeng et al.,
2016; Pratama and van Elsas, 2018). Theoretical modeling
in addition to further studies will provide more detailed
insights into the distribution of acute- and persistent-type
RNA viruses under diverse environmental conditions.

Persistent and acute RNA viruses in the RNA viral
sequence space

To visualize the richness of persistent-type RNA
viruses in the sequence space, RNA viruses isolated
from eukaryotic microorganisms were classified into acute-
or persistent-types based on culture-dependent laboratory
observations (Table S1), as described above. In total, 96%
(304/314) of eukaryotic microbial RNA viruses were recog‐
nized as persistent types (Fig. 2), while we were unable
to exclude the possibility of experimental biases in culture-
dependent analyses to obtain acute-type RNA viruses in
eukaryotic microorganisms. To predict the distribution of
persistent-type RNA viruses in the total RNA virome
sequence space, we used this list as an operational reference
virus list because of the lack of knowledge on persistent-
type RNA viruses in other host organisms and limited meta‐
genomic data. Based on the operational reference virus list,
RNA viral clusters including all known viral RdRp sequen‐
ces were analyzed, and clusters including RNA viruses
related to microbial persistent-type viruses (>50% amino
acid similarity) were distinguished from those of acute-type
viruses (Fig. 3). In our current analysis, more than 1/3 of

Fig. 2. A total of 293 isolated acute- and persistent-type microbial
RNA viruses in sequence-based clusters. Colored circles indicate
the lifestyle of each RNA virus: red, acute; blue, persistent. In
total, 315 isolated microbial eukaryotic RNA viruses were collected
from the manually curated Virus-Host database (Mihara et al., 2016)
downloaded on 2021.12.09. Sequences were clustered at 70% amino
acid identity. Representative sequences were applied to a network ana‐
lysis with MOCASSIN-prot (Keel et al., 2018).
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the clusters (including five or more sequences) were pre‐
dicted to include persistent-type viruses. Since the number
of isolated persistent-type RNA viruses is limited, the true
richness of persistent-type RNA viruses needs to be higher
than that estimated.

Microbial RNA viruses in metagenomic data

Metagenomics is a powerful tool for identifying DNA
viromes in nature (Breitbart et al., 2002; Edwards and
Rohwer, 2005; Suttle, 2016), and its use for RNA viromes
has markedly increased (Culley et al., 2006, 2010; Steward
et al., 2013; Wolf et al., 2020; Edgar et al., 2022; Zayed
et al., 2022). RNA virome research is conducted as either
metagenomics (metatranscriptomics) of RNA virus parti‐
cles or as cellular transcriptomics. RNA virus particles in
extracellular environments are expected to predominantly
be acute-type viruses, and cellular RNA may harbor viral
RNA from both acute- and persistent-type viruses (Fig.
1). Accordingly, cellular RNA-specific viruses are expected
to be of the persistent type. In addition, dsRNA-seq for
cellular RNA has also been used to detect cellular viral
RNA sequences in some studies in order to more efficiently
retrieve RNA viral sequences (Decker and Parker, 2014;
Decker et al., 2019; Izumi et al., 2021).

In aquatic environments, most of the acute-type RNA
viruses identified from extracellular viral particles belong
to specific RNA viral lineages, such as Picornavirales
(ssRNA) and Reoviridae (dsRNA) (Culley et al., 2006,
2014; Djikeng et al., 2009; Steward et al., 2013; Culley,
2017; Urayama et al., 2018a; Wolf et al., 2020). In addition,
Picobirnaviridae (dsRNA) viruses that may infect bacterial
hosts were identified as a dominant RNA virus population
(Ghosh and Malik, 2021; Neri, U., et al. 2022. bioRxiv
https://doi.org/10.1101/2022.02.15.480533.). The contribu‐
tion of Picornavirales to viral lysis via their acute life‐
style and subsequent release of organic matter (previously
defined as the virus shunt in DNA virus studies [Wilhelm
and Suttle, 1999; Zimmerman et al., 2020]) was suggested
based on the correlation between the relative abundance
of transcripts related to Picornavirales and the amount of
particulate organic carbon in pelagic ecosystems (Kaneko
et al., 2021). These findings are also consistent with the
results of culture-dependent isolation experiments as descri‐
bed above.

Based on pelagic microbial cellular RNA, in addition to
Picornavirales, Reoviridae, and Picobirnaviridae, a wide
range of RNA virus groups has been identified (Urayama
et al., 2016, 2018a). Among them, the dominant mem‐
bers belong to Narnaviridae (ssRNA) and Partitiviridae

Fig. 3. RdRp sequences of known RNA viruses obtained from the Identical Protein Groups resource (https://www.ncbi.nlm.nih.gov/ipg) with
keywords “rna dependent rna polymerase” and “viruses”. After the removal of short (<200 aa) sequences, RdRp sequences were clustered at
70% using CD-HIT (Huang et al., 2010). Representative sequences were applied to a network analysis with MOCASSIN-prot (Keel et al., 2018).
Colored circles indicate percent identity to persistent- or acute-type microbial RNA viruses: blue 100% to persistent; sky blue >70% to persistent;
green >50% to persistent; red 100% to acute (>70 and 50% to acute were not identified).
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RNA viruses based on the infection type (Table S1). Micro‐
bial RNA viruses with acute-type lifestyles have been
obtained from aquatic host strains (Sadeghi et al., 2021).
Among them, ssRNA viruses that lyse host cells have
been reported, such as Heterosigma akashiwo RNA virus
(HaRNAV) (Picornavirales), which infects the toxic bloom-
forming raphidophyte Heterosigma akashiwo (Raphidophy‐
ceae) (Tai et al., 2003); Heterocapsa circularisquama RNA
virus 01 (Alvernaviridae), which infects the bivalve-killing
dinoflagellate Heterocapsa circularisquama (Dinophyceae)
(Tomaru et al., 2004); and Aurantiochytrium single-stranded
RNA virus 01 (Picornavirales), which infects the marine
fungoide Schizochytrium sp. (Thraustochytriaceae) (Takao
et al., 2005). The dsRNA virus, Micromonas pusilla reovi‐
rus (Reoviridae), which infects and lyses the marine pho‐
tosynthetic protist Micromonas pusilla (Mamiellophyceae)
(Brussaard et al., 2004), has also been isolated.

In contrast, microbial RNA viruses with persistent-type
lifestyles have mainly been identified using intracellular
dsRNA (a molecular biomarker) or RNA-seq technology.
This type of RNA virus has been exclusively studied and
identified in fungi (Ghabrial et al., 2015; Kotta-Loizou and
Coutts, 2017). To date, identified dsRNA viruses include
unclassified RNA viruses that infect the cultivated mush‐
room Agaricus bisporus (van der Lende et al., 1994); Pen‐
icillium chrysogenum virus (Chrysoviridae), which infects
the penicillin-producing strains of Penicillium chrysogenum
(Banks et al., 1969); and Saccharomyces cerevisiae virus
L-A (Totiviridae), which infects the budding yeast S.
cerevisiae (Wickner, 1996). Oomycetes (Oomycota) have
also been subject to dsRNA-based surveillance, and the
plant pathogens Phytophthora infestans and Asparagus
officinalis are known to harbor Phytophthora infestans RNA
virus 3 (unclassified) and Phytophthora endornavirus 2
(and 3) (Endornaviridae), respectively (Cai et al., 2013;
Uchida et al., 2021). In addition, protozoans, such as
Trichomonas, Leishmania, and Giardia, harbor persistent-
type RNA viruses (Wang and Wang, 1986; Stuart et al.,
1992; Khoshnan and Alderete, 1994); however, the presence
of extracellular infection routes has been suggested (Wang
and Wang, 1986; Torrecilhas et al., 2020).

RNA viruses with acute-type lifestyles have been
detected in aquatic environments, while those with
persistent-type lifestyles have been found in terrestrial
environments. However, ssRNA and dsRNA viruses with
persistent-type lifestyles have both been recently iden‐
tified from a marine oomycete strain in the genus
Halophytophthora (Botella et al., 2020) and a marine fun‐
gal strain isolated from the seagrass Posidonia oceanica
(Nerva et al., 2016). The identification of these strains
was based on high-throughput sequencing methods, while
culture-dependent isolation has typically been used to iden‐
tify viruses in aquatic research. However, in terrestrial envi‐
ronments, few attempts have been made to obtain acute-type
RNA viruses. We cannot exclude the possibility that the
different distribution pattern observed between the two life‐
style types is a result of methodological bias in virus detec‐
tion and isolation; however, acute-type RNA viruses may
have advantages in dispersal via viral particles to access
new host cells in aquatic environments. In the case of DNA

phages, a number of theories have been proposed, including
Kill-the-Winner and Piggyback-the-Winner (Obeng et al.,
2016; Pratama and van Elsas, 2018). Theoretical modeling
in addition to further studies will provide more detailed
insights into the distribution of acute- and persistent-type
RNA viruses under diverse environmental conditions.

Persistent and acute RNA viruses in the RNA viral
sequence space

To visualize the richness of persistent-type RNA
viruses in the sequence space, RNA viruses isolated
from eukaryotic microorganisms were classified into acute-
or persistent-types based on culture-dependent laboratory
observations (Table S1), as described above. In total, 96%
(304/314) of eukaryotic microbial RNA viruses were recog‐
nized as persistent types (Fig. 2), while we were unable
to exclude the possibility of experimental biases in culture-
dependent analyses to obtain acute-type RNA viruses in
eukaryotic microorganisms. To predict the distribution of
persistent-type RNA viruses in the total RNA virome
sequence space, we used this list as an operational reference
virus list because of the lack of knowledge on persistent-
type RNA viruses in other host organisms and limited meta‐
genomic data. Based on the operational reference virus list,
RNA viral clusters including all known viral RdRp sequen‐
ces were analyzed, and clusters including RNA viruses
related to microbial persistent-type viruses (>50% amino
acid similarity) were distinguished from those of acute-type
viruses (Fig. 3). In our current analysis, more than 1/3 of

Fig. 2. A total of 293 isolated acute- and persistent-type microbial
RNA viruses in sequence-based clusters. Colored circles indicate
the lifestyle of each RNA virus: red, acute; blue, persistent. In
total, 315 isolated microbial eukaryotic RNA viruses were collected
from the manually curated Virus-Host database (Mihara et al., 2016)
downloaded on 2021.12.09. Sequences were clustered at 70% amino
acid identity. Representative sequences were applied to a network ana‐
lysis with MOCASSIN-prot (Keel et al., 2018).
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(dsRNA), which have been recognized as persistent-type
RNA viruses associated with fungi and plants/eukaryotic
microorganisms, respectively (Hillman and Cai, 2013;
Nibert et al., 2014). Moreover, RNA virome studies
have been conducted on macrocolonies of eukaryotic
microorganisms, such as Delisea pulchra (red algae) and
Scytosiphon lomentaria (brown algae). An association with
Totiviridae (dsRNA) viral genomes, which are a persis‐
tent type, is generally observed; however, diverse RNA
virus groups constitute the viromes (Lachnit et al., 2016;
Urayama et al., 2016; Chiba et al., 2020). In contrast,
Leviviridae (ssRNA bacteriophage) and Narnaviridae virus
operational taxonomic units (OTUs) have been identified as
the predominant populations in soil RNA viromes, although
the physical separation of cellular and viral particles has not
been examined (Starr et al., 2019).

We previously compared viral dsRNA in extracellular
virus particle fractions and cellular dsRNA from surface
seawater (Urayama et al., 2018a). We showed 3.7- to 14.9-
fold more dsRNA viral OTUs in cellular dsRNA metatran‐
scriptomes than in extracellular dsRNA metatranscriptomes.
Although we cannot rule out the possibility that some
dsRNA virus particles were lost during sample processing,
cellular dsRNA viruses, presumed to be of the persistent
type, were abundant in the aquatic environment. In the
present and related studies, we used a combination of frag‐
mented and primer-ligated dsRNA sequencing (FLDS) and
genome reconstruction in silico to identify viral sequences
that are distinct from those in public databases. FLDS is a
sequencing method that is applicable to long dsRNAs and
enables the retrieval of the complete genomic sequences
of both dsRNA and ssRNA viruses (Urayama et al., 2016;
Fukasawa et al., 2020; Hirai et al., 2021; Uehara-Ichiki
et al., 2021). In this technique, the terminal sequences of
an RNA virus genome or genome segment may both be
identified by sequence read mapping (Fig. 4). Therefore,

it may be used to reconstruct multi-segmented RNA viral
genomes based on terminally conserved sequences among
segments (Fig. 5). In other words, a group of contigs
sharing either/both terminal end sequences may represent
a multi-segmented RNA virus genome. Moreover, if an
RdRp gene or other virus proteins in any one of the seg‐
ments in a reconstructed genome is identified based on
sequence-dependent methods, all of the segments in the
reconstructed genome may subsequently be identified as

Fig. 4. Differences in conventional RNA-seq and FLDS for resultant
contigs. In a de novo analysis, terminal sequence positions were not
defined by RNA-seq data. However, FLDS data enabled us to identify
terminal sequence positions because FLDS sequence reads included
RACE (Rapid Amplification of cDNA Ends), which is widely used
to assess the terminal sequences of RNA molecules (Urayama et
al., 2016).

Fig. 5. Concept of RNA viral genome reconstruction based on conserved terminal sequences in segmented RNA virus genomes. Many
segmented RNA viruses have conserved 5′- and 3′-terminal sequences (colored boxes). FLDS enabled us to obtain full-length RNA sequences,
which are difficult to obtain with conventional RNA-seq technologies (Fig. 2). Based on terminal sequences, we reconstructed RNA viral
genomes. If RdRp is identified in a potential RNA viral genome, we predict that other RNA sequences, which do not show significant similarity to
known RNA viruses, will be segments of the RNA virus.
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viral genome segments. We previously identified approxi‐
mately 800 novel RNA viral genes that did not show sig‐
nificant (e-value less than 1×10–5) similarities to known
protein sequences (Urayama et al., 2018a). Therefore, FLDS
provides opportunities for deep surveys of RdRp and the
identification of novel genes that are distinct from the viral
genes in public databases.

Function of microbial RNA viruses in aquatic ecosystems

Knowledge on the ecological functions of acute-type
microbial RNA viruses is based on the effects of host cell
lysis. For example, previous studies suggested the contribu‐
tion of RNA viruses to the virus shunt in pelagic zones
(Kaneko et al., 2021) and soil environments (Starr et al.,
2019). In addition, a sequence match between a CRISPR
spacer and a bacterial RNA virus was reported (Wolf et al.,
2020). In contrast, their impacts on the evolution of micro‐
bial hosts have not yet been revealed. In the case of animals,
RNA viral sequences incorporated into the host genome
protect the host organism from related RNA viral infections
(Suzuki et al., 2020). However, a similar system has not
been reported for microbes infected with RNA viruses. The
ability to mediate horizontal gene transfer, which is often
reported for DNA viruses, has also not been reported.

In contrast, persistent-type microbial RNA viruses have
a wide range of effects through the manipulation of their
host organisms. For example, fungi with an RNA virus
may induce thermal tolerance to plants, while those without
the RNA virus do not (Marquez et al., 2007). Persistent-
type RNA viruses also influence biological interactions
between hosts and other organisms by changing secondary
metabolites and pathogenicity (Chiba et al., 2009; Zhang
et al., 2014; Aihara et al., 2018; Okada et al., 2018;
Takahashi-Nakaguchi et al., 2019; Ninomiya et al., 2020).
In some cases, persistent-type RNA viruses provide advan‐
tages to their hosts under specific conditions (Okada et al.,
2018). Therefore, these viruses may affect the adaptation of
microbes to environmental challenges (Bao and Roossinck,
2013). Many of these are examples in fungi, which serve
as model systems for persistent-type RNA viral research;
however, their functions in aquatic environments remain
largely unknown. Nevertheless, the host-virus relationship
and the impact of persistent-type RNA viral infection on
the physiology of their hosts in terrestrial ecosystems imply
that persistent-type RNA viruses in aquatic ecosystems also
influence host physiology and subsequent ecological func‐
tions, including the niche adaptation of their host organisms.

Climate change due to global warming and ocean acid‐
ification, is an important issue for our planet. These envi‐
ronmental changes are expected to affect pelagic microbial
ecosystems, and other impacts on marine microbial ecosys‐
tems and subsequent biogeochemical cycles may also accel‐
erate environmental changes. Therefore, observations of the
marine microbial community are essential for understanding
microbial responses to a changing ocean. Furthermore, cur‐
rent updates in our understanding of the RNA virome sug‐
gest that acute- and persistent-type microbial RNA viruses
both play a significant role in biogeochemical cycles via
the viral shunt and the regulation of host physiology.

Accordingly, we need to pay close attention to marine
RNA viromes in the changing ocean even though pelagic
RNA viromes have so far been overlooked in marine micro‐
bial ecology.
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Researchers have been investigating the ecology of the 
intestinal microbiota for decades (120, 165) in order to identify, 
characterize, and count their numbers. These extensive efforts 
are due to the important roles the intestinal microbiota play in 
digestion, the production of essential vitamins, and protection 
of the gastrointestinal (GI) tract from pathogen colonization 
(141). In the past few decades, molecular techniques targeting 
the 16S rRNA gene and other genetic markers have been 
developed to characterize and analyze bacterial communities. 
These methods have been used to reveal the important roles 
played by microbes in the GI tract (23, 180, 183, 184, 189, 
212). In healthy individuals, the microbiome (microbial 
community) and host have a mutualistic relationship in which 
both partners benefit; however, pathogens may invade and 
cause disease under certain conditions. The initial aim of 
most studies was to elucidate the role of the microbiome in 
disease. More recently, surveys have been performed on 
healthy individuals in order to assess the contribution of the 
microbiota to health, particularly in response to dietary 
changes/supplementation with probiotics and/or prebiotics.

The human GI tract is a complex system that starts from 
the oral cavity, continues through the stomach and intestines, 
and finally ends at the anus (Fig. 1). The density and composition 
of the microbiome change along the GI tract, with major 
populations being selected by the functions performed at the 
various locations. Bacteria along the GI tract have several 
possible functions, many of which are beneficial for health 
including vitamin production, the absorption of ions (Ca, Mg, 
and Fe), protection against pathogens, histological development, 
enhancement of the immune system, and the fermentation of 
“non-digestible foods” to short chain fatty acids (SCFA) and 

other metabolites (19, 58, 63, 77, 138). The roles of fungi and 
viruses have not been examined in as much detail; however, 
they are known to play important roles in microbiota dynamics 
and host physiology/immunity related to health and disease 
(45, 94, 133).

Food passes through the GI tract and the absorption rate of 
nutrients is largely dependent on the activities of various 
enzymes in the digestive system, such as amylase in saliva, 
pepsin in the stomach, and pancreatic enzymes in the small 
intestine. These mechanisms have been extensively examined 
(61, 62), particularly in the stomach. However, many food 
components cannot be digested in the upper GI tract and are 
passed into the lower intestinal tract, in which they are fermented 
by microbes. Functional studies commonly use animal models 
in order to obtain a better understanding of the processes in 
the GI tract that may lead to better health or decrease disease. 
However, information from animal models may not be directly 
translatable to humans. Therefore, researchers need to consider 
the limitations of the selected animal model when extrapolating 
findings to humans.

Although microbiome studies often include an ecological 
component, most of the research performed to date has 
focused on Bacteria and not all of the biota. This represents a 
logical approach because Bacteria comprise most of the 
microbiome. However, even biota representing a small pro-
portion of the microbiome may play important roles in the 
ecosystem (133). Therefore, researchers need to start shifting 
their approach to include eukaryotic, prokaryotic, and viral 
(33, 133) interactions in efforts to elucidate the roles of all 
components of the microbiome.

In recent years, a number of reviews have summarized 
findings from the increasing number of studies being performed 
in this field (36, 73, 176, 188). While most studies have focused 
on disease, the microbiome is also important for maintaining 
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health. We herein highlight differences in the microbiome 
(Bacteria, Archaea, Fungi, and Viruses) along the GI tract of 
healthy humans, and how it compares to those of typical animal 
models used in research. One finding that is consistent to 
most studies is that the microbiome of healthy individuals is 
unique; however, there are still some generalities that will be 
discussed in this review.

Microbiome diversity

Many factors contribute to the diversity of microbiomes, 
and most studies have demonstrated the individuality of 
microbiomes among subjects. Previous findings support micro-
bial communities being more similar in subjects that are 
genetically related (191), of a similar age (135, 213), or with 
common diets (including the influences of ethnicity and 
geography) (63). Diseases will also have an impact on micro-
biome diversity, including autoimmune and neoplastic diseases, 
such as inflammatory bowel disease, diabetes, obesity, car-
diovascular diseases, allergies, and cancer (37, 121). Treatments 
for diseases may also affect a patient’s gut microbiota, and 
the consequences of antibiotic use have been intensively 
investigated (22, 95).

The host genotype has been shown to influence the devel-

opment of the gut microbiota, and the immune system has 
been identified as a contributing factor (188). Crosstalk 
between the microbiome and human immune system occurs 
in response to a number of environmental factors, such as 
diet, xenobiotics, and pathogens. Microbial host interactions 
occur in the gut, mainly in the epithelial cell layer, myeloid 
cells, and innate lymphoid cells, in which crosstalk and feed-
back loops contribute to the microbiome composition, host 
physiology, and disease susceptibility. These interactions 
contribute not only to the bacterial community along the GI 
tract, but also to the other microbiota (Fungi, Archaea, and 
Viruses). Our understanding of the immunology associated 
with Fungi (150) and Archaea is currently limited. Transkingdom 
commensal relationships among microbiota (including Viruses) 
are considered to form from infancy (29, 30, 106, 200) and 
several co-occurring relationships have been identified (35, 
75, 76, 85, 214).

Bacteria. A more complete picture of human-associated 
bacterial communities obtained using molecular techniques 
has revealed that their diversity is greater than initially 
considered through cultivation (9, 20, 56, 90, 113). Using 
almost full-length 16S rRNA gene sequences, predicted taxa 
numbers range from 100–300 (20, 56), while pyrosequencing 
suggests there are 1000s of phylotypes (38, 49). Most of the 

Fig. 1. Microbiome composition of Bacteria (1, 5, 20, 21, 43, 147, 156, 223), Eukarya (52, 85, 114, 126, 182, 197), and Viruses (45, 134, 151, 
215) among the physiological niches of the human gastrointestinal (GI) tract. Phylum level compositional data are presented where available along 
with the most common genera in each GI tract location. The colors on the doughnut plots correspond to the legend in the lower left corner; the GI 
tract is colored according to the pH scale shown at the bottom of Fig. 1. (* Malassezia was very abundant in one study and was not detected in another 
study. ** The abundance of Helicobacter may vary greatly between individuals. *** Proportions of these and other colon genera vary with age, diet, 
& geographical location.)

Microbes Environ. Vol. 32, No. 4, 300-313, 2017
https://www.jstage.jst.go.jp/browse/jsme2 doi:10.1264/jsme2.ME17017

Minireview

Microbial Ecology along the Gastrointestinal Tract
Ethan t. hillman1, hang lu2, tianming Yao3, and CindY h. nakatsu4*
1Department of Agricultural and Biological Engineering, Purdue University, West Lafayette, Indiana 47907, USA; 2Department of 
Animal Science, Purdue University, West Lafayette, Indiana 47907, USA; 3Department of Food Science, Purdue University, West 
Lafayette, Indiana 47907, USA; and 4Department of Agronomy, Purdue University, West Lafayette, Indiana 47907, USA

(Received January 31, 2017—Accepted August 19, 2017—Published online November 10, 2017)

The ecosystem of the human gastrointestinal (GI) tract traverses a number of environmental, chemical, and physical conditions 
because it runs from the oral cavity to the anus. These differences in conditions along with food or other ingested substrates 
affect the composition and density of the microbiota as well as their functional roles by selecting those that are the most 
suitable for that environment. Previous studies have mostly focused on Bacteria, with the number of studies conducted on 
Archaea, Eukarya, and Viruses being limited despite their important roles in this ecosystem. Furthermore, due to the challenges 
associated with collecting samples directly from the inside of humans, many studies are still exploratory, with a primary focus 
on the composition of microbiomes. Thus, mechanistic studies to investigate functions are conducted using animal models. 
However, differences in physiology and microbiomes need to be clarified in order to aid in the translation of animal model 
findings into the context of humans. This review will highlight Bacteria, Archaea, Fungi, and Viruses, discuss differences 
along the GI tract of healthy humans, and perform comparisons with three common animal models: rats, mice, and pigs.

Key words: Microbiome, mycobiome, virome, human gastrointestinal (GI) tract, animal models, diet

Researchers have been investigating the ecology of the 
intestinal microbiota for decades (120, 165) in order to identify, 
characterize, and count their numbers. These extensive efforts 
are due to the important roles the intestinal microbiota play in 
digestion, the production of essential vitamins, and protection 
of the gastrointestinal (GI) tract from pathogen colonization 
(141). In the past few decades, molecular techniques targeting 
the 16S rRNA gene and other genetic markers have been 
developed to characterize and analyze bacterial communities. 
These methods have been used to reveal the important roles 
played by microbes in the GI tract (23, 180, 183, 184, 189, 
212). In healthy individuals, the microbiome (microbial 
community) and host have a mutualistic relationship in which 
both partners benefit; however, pathogens may invade and 
cause disease under certain conditions. The initial aim of 
most studies was to elucidate the role of the microbiome in 
disease. More recently, surveys have been performed on 
healthy individuals in order to assess the contribution of the 
microbiota to health, particularly in response to dietary 
changes/supplementation with probiotics and/or prebiotics.

The human GI tract is a complex system that starts from 
the oral cavity, continues through the stomach and intestines, 
and finally ends at the anus (Fig. 1). The density and composition 
of the microbiome change along the GI tract, with major 
populations being selected by the functions performed at the 
various locations. Bacteria along the GI tract have several 
possible functions, many of which are beneficial for health 
including vitamin production, the absorption of ions (Ca, Mg, 
and Fe), protection against pathogens, histological development, 
enhancement of the immune system, and the fermentation of 
“non-digestible foods” to short chain fatty acids (SCFA) and 

other metabolites (19, 58, 63, 77, 138). The roles of fungi and 
viruses have not been examined in as much detail; however, 
they are known to play important roles in microbiota dynamics 
and host physiology/immunity related to health and disease 
(45, 94, 133).

Food passes through the GI tract and the absorption rate of 
nutrients is largely dependent on the activities of various 
enzymes in the digestive system, such as amylase in saliva, 
pepsin in the stomach, and pancreatic enzymes in the small 
intestine. These mechanisms have been extensively examined 
(61, 62), particularly in the stomach. However, many food 
components cannot be digested in the upper GI tract and are 
passed into the lower intestinal tract, in which they are fermented 
by microbes. Functional studies commonly use animal models 
in order to obtain a better understanding of the processes in 
the GI tract that may lead to better health or decrease disease. 
However, information from animal models may not be directly 
translatable to humans. Therefore, researchers need to consider 
the limitations of the selected animal model when extrapolating 
findings to humans.

Although microbiome studies often include an ecological 
component, most of the research performed to date has 
focused on Bacteria and not all of the biota. This represents a 
logical approach because Bacteria comprise most of the 
microbiome. However, even biota representing a small pro-
portion of the microbiome may play important roles in the 
ecosystem (133). Therefore, researchers need to start shifting 
their approach to include eukaryotic, prokaryotic, and viral 
(33, 133) interactions in efforts to elucidate the roles of all 
components of the microbiome.

In recent years, a number of reviews have summarized 
findings from the increasing number of studies being performed 
in this field (36, 73, 176, 188). While most studies have focused 
on disease, the microbiome is also important for maintaining 
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gut bacteria identified by 16S rRNA gene sequencing belong 
to the five phyla originally identified by cultivation, namely, 
Bacteroidetes, Firmicutes, Actinobacteria, Proteobacteria, and 
Verrucomicrobia (90), and, at lower proportions, Fusobacteria, 
Tenericutes, Spirochaetes, Cyanobacteria, and TM7 (189). 
At lower levels of the taxonomic classification, microbiome 
compositions vary with each individual. Attempts have been 
made to identify a single core microbiome of Bacteria in the 
GI tract. Although this has not been possible in the lower GI 
tract (mainly using fecal samples) based on taxonomy, it 
appears there are core microbial functions (152, 189, 191). It 
is possible to identify some core microbiota in the oral cavity, 
esophagus, and stomach (148). Although extensive efforts 
have been made to cultivate representative gut microbiota in 
an attempt to gain a better understanding of the relationship 
between taxa and function (156), there are still many undescribed 
taxa with unknown functional roles in the gut.

As the price of sequencing decreases, it is becoming more 
common to use a metagenomic approach that provides infor-
mation on all microbiota and potential functions (3, 70, 167, 
189). This provides a means to go beyond Bacteria and 
obtain information on eukaryotic microbes (mainly fungi) 
and viruses. Although Fungi, Archaea, and Viruses in the 
microbiome are a part of the ‘rare biosphere’ (organisms that 
comprise <0.1% of the microbiome) (173), they still have a 
significant impact on host health.

Fungi

Fungi are considered to comprise approximately 0.03% of 
the fecal microbiome (143); making them approximately 
3,300-fold less abundant than Bacteria. Fungal diversity in 
the human gut is also lower than that of Bacteria (143, 166), 
although more taxa are being found as the number of individuals 
being studied using next generation sequencing is increasing 
(44, 126, 166, 182). In 2015, a review of 36 fungal gut micro-
biome studies revealed that there have been at least 267 dis-
tinct fungi identified in the human gut (181), while another 
study reported 221 (72). Despite the number of taxa that have 
been reported, most fungi are highly variable among individuals, 
with few appearing to be common to all.

Cultivation-based analyses have typically identified Candida 
as the most common fungal genus (166), and it is also fre-
quently identified using non-cultivation-based methods, whereas 
the other taxa identified have been variable, which may be 
because of the analytical method used and/or subject variability. 
For example, 66 genera of fungi were found using pyrose-
quencing when 98 individuals were examined, with the genera 
Saccharomyces, Candida, and Cladosporium being the most 
prevalent (85). Mucor was common in Spanish individuals 
(126) and the most common fungi in 16 vegetarians were 
Fusarium, Malassezia, Penicillium, and Aspergillus (182). 
These studies suggested that some taxa, e.g., Penicillium and 
Aspergillus, are not resident in the gut and enter through 
environmental sources, such as food and water, in which they 
are commonly found. This may account for some of the 
variability in taxa reported in various studies and for the 
increasing number of fungi being identified as more studies 
are being performed, even those based on cultivation (71). 
Under certain conditions, some fungi may flourish and become 

pathogenic including Candida, Aspergillus, Fusarium, and 
Cryptococcus (44, 84, 140, 143). More information on fungal 
interactions and diseases is available in a review by Wang et 
al. (204).

Despite their low abundance, fungi appear to have devel-
oped in mammalian guts along with the rest of the body from 
infancy (106, 169). Although there is no consensus of a core 
mycobiome, Candida, Saccharomyces, and Malassezia have 
been commonly reported (72). Most of the fungal species 
detected appear to be either transient or environmental fungi 
that cannot colonize the gut and are often found in a single 
study and/or one host only. A previous study indicated that 
the fungal community is unstable; only 20% of the initially 
identified fungi were detected again 4 months later (78). 
More studies on the stability of the mycobiome are needed in 
order to establish the ecological roles of the components of 
the mycobiome. Many non-bacterial organisms have been 
found in numerous mammalian systems, which indicates that 
they play an important role that has been largely overlooked 
and may lead to important discoveries and understanding in 
the coming years.

Archaea

The most commonly reported genus of Archaea that has 
been found in the GI tract is Methanobrevibacter (51, 55, 66, 
85, 109). Other genera that have also been detected are 
Methanosphaera (51), Nitrososphaera, Thermogynomonas, 
and Thermoplasma (85) and the new candidate species, 
Methanomethylophilus alvus (27, 131). Although Archaea 
comprise a very small proportion of the microbiota, 
Methanobrevibacter species are important contributors to 
methanogenesis (66). Differences in Archaea in microbiome 
samples may be due to the method used (51) and/or 
complex relationships with other microbiota. For example, 
Methanobrevibacter and Nitrososphaera were previously 
shown to be mutually exclusive and potentially related to 
carbohydrate intake (85). More studies are needed in order to 
clarify the interaction between Archaea and other microbiota 
groups, which may contribute to our understanding of their fitness 
and function (beyond methanogenesis) in the microbiome.

Viruses

Viruses in the human microbiome have also been under-
studied and available information is limited (161); the majority 
of data are related primarily to disease and do not address the 
commensal virome (34, 40). The majority of viral reads in 
studies that have been performed cannot be assigned to a 
known group; this has contributed to the difficulties associated 
with assessing their roles in the GI tract (124, 160). A number 
of teams have made extensive efforts in order to advance 
human virome studies (157, 161). In the last ten years, the 
number of identified polyomaviruses has increased from 4 to 
13 species (some that cause disease and some that do not) 
(47), and the accuracy of identification techniques has been 
improved to identify taxa at the genus level (199) and use 
metagenomic information for viral taxonomy (172). Viral 
communities are mainly comprised of bacteria-infecting 
phage families (~90%), while eukaryotic viruses (~10%) are 
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in lower abundance (157, 161). Metagenomic analyses have 
suggested that the new bacteriophage, crAssphage associated 
with Bacteroides, is potentially common in humans (53). The 
greatest diversity of phages is considered to occur in infants 
and decreases with age, in contrast to increases in bacterial 
diversity (116, 117, 162). With the availability of methods to 
enrich viruses in samples (41), and with more metagenomic 
sequences and bioinformatics tools to identify viral sequences 
(53, 139), more information will be obtained on viral diver-
sity and associated physiological factors in humans.

Similar to the microbiota, considerable variability appears 
to exist in the viral taxa found among subjects (133). Limited 
information is currently available on the functional roles of 
most viruses in the human GI tract. However, some possible 
functions are: to increase bacterial fitness as sources of genetic 
information (e.g., the source of antibiotic resistance genes), to 
increase the immunity of bacteria or the human host, and to 
protect against pathogens (40, 64, 157). The general consensus 
is that the presence of bacteria is beneficial for viruses that are 
increasingly trying to evade the immune system. This rela-
tionship may also be beneficial to bacteria as viruses may be 
sources of potentially advantageous genes (resistance or tol-
erance to stress environments). Researchers are now examining 
the ecological and evolutionary influences of phages on bac-
terial ecosystems (102), and the findings obtained may provide 
insights into the important roles played by phages in the gut 
microbiome.

The GI tract

Many challenges are associated with studying the micro-
bial ecology of the GI tract because it is composed of chemi-
cally and physically diverse microhabitats stretching from 
the esophagus to the rectum, providing a surface area of 
150–200 m2 for colonization or transient occupation by 
microbes (16). The adult GI tract was initially estimated to 
harbor 1014 bacteria, 10 times more cells than the human body 
(16, 120); however, a more recent calculation estimates there 
to be 1013 bacteria, which is equivalent to the number of 
human cells (170). Lower bacterial numbers (103 to 104 bac-
teria mL–1 of intestinal content) are found in the upper end of 
the GI tract, stomach, and small intestine, in which pH is low 
and the transit time is short (16). The highest biodiversity 
(richness and evenness) of bacteria (1010–1011 bacteria g–1 of 
intestinal content) is in the colon, in which cell turnover rate 
is low, redox potential is low, and the transit time is long. 
This section highlights the different functions and associated 
microbiota along the human GI tract starting from the oral 
cavity, then the esophagus, stomach, and intestines (Fig. 1).

The oral cavity. Activity in the mouth may have a large 
impact on the further digestion of food in the lower GI tract. 
Food is mechanically ground into small particles, typically 
0.1 mm, which increases the surface area. The oral microbiome 
is composed of transient and commensal populations that 
often form biofilms on soft and hard surfaces in the mouth 
(8). The most up-to-date information on taxa of the oral 
microbiome may be found in the Human Oral Microbiome 
Database (HOMD, http://www.homd.org/) (50). Information 
in this database is limited to Bacteria and one Archaea. 
Cultivation-independent analyses indicate that the most 

common genus is Streptococcus, while other genera include 
Neisseria, Gemella, Granulicatella, and Veillonella, but not 
in all individuals examined (1, 91, 92, 107). The taxa present 
appear to be dependent on interactions between microbes 
within the community. For example, using a graph theory-
based algorithm of an organism’s nutritional profile, the species 
Streptococcus oralis and S. gordonii have low metabolic 
complementarity and high metabolic competition, indicating 
they are antagonistic to each other (110). In contrast, 
Porphyromonas gingivalis was shown to have high metabolic 
complementarity, indicating its ability to grow symbiotically 
with diverse oral microbiota taxa. This computational method 
was tested and confirmed with growth assays, making it a 
viable means to assess the ability of species to inhabit the 
same environment. This has also been shown using an in situ 
spectral analysis of microbiota in biofilm plaques. Biofilms 
were shown to be composed of a number of taxa with 
Corynebacterium at the foundation (209). The other taxa are 
considered to play complementary roles driven by the envi-
ronmental and chemical gradients formed in biofilms that 
control nutrient availability. These findings indicate that, 
despite the large number of taxa identified in oral microbiome 
studies, the core taxa of all microbiota may be identified in 
the future based on spatial locations and functional roles (10).

Similar to Bacteria, large variations have been noted in 
viruses found in the oral cavity among subjects (151). Most 
viruses are bacteriophages (approx. 99% of known sequences). 
Viral communities are reproducible across time points within 
a subject, suggesting that they are stable; however, the human 
and bacterial host significantly influence compositions (2, 
151, 163). In addition to interactions among oral bacteria, 
many may associate with phages (57). Depending on the host 
range of the oral virome, this may make phages very common 
inhabitants of the oral cavity. Furthermore, in addition to 
survival within bacterial hosts, phages may also survive in the 
oral mucosa and contribute to host immunity (11). These are 
all new avenues of oral virome research that will likely be 
investigated in greater depth in the future.

In addition to the bacterial microbiome, two cultivation-
independent studies have been conducted on oral fungi. 
Approximately 100 fungal species (20 genera) were detected 
in one study of the oral mycobiome of healthy individuals 
(68). Among the fungi detected, Candida species were the most 
common and abundant, while the other genera consisted of 
Cladosporium, Aureobasidium, Saccharomycetales, Aspergillus, 
Fusarium, and Cryptococcus. Most of these genera were also 
detected in a recent study on three subjects; however, 
Malassezia, a skin pathogen, accounted for the most sequence 
reads (52). Most of the other studies conducted on the oral 
mycobiome have focused on the role of fungi in disease (69, 
136). Since the oral microbial community is directly exposed 
to the environment, the presence of a dynamic and transient 
community is expected, but warrants further study.

Esophagus. After swallowing, food is transported down 
the esophagus by peristalsis to the stomach. Limited informa-
tion is available on microbes inhabiting the esophagus (5, 91, 
147), and this may be due to the difficulties associated with 
obtaining samples because biopsies have typically been used. 
However, a less invasive method using an esophageal string 
has recently been demonstrated to be a feasible alternative 
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gut bacteria identified by 16S rRNA gene sequencing belong 
to the five phyla originally identified by cultivation, namely, 
Bacteroidetes, Firmicutes, Actinobacteria, Proteobacteria, and 
Verrucomicrobia (90), and, at lower proportions, Fusobacteria, 
Tenericutes, Spirochaetes, Cyanobacteria, and TM7 (189). 
At lower levels of the taxonomic classification, microbiome 
compositions vary with each individual. Attempts have been 
made to identify a single core microbiome of Bacteria in the 
GI tract. Although this has not been possible in the lower GI 
tract (mainly using fecal samples) based on taxonomy, it 
appears there are core microbial functions (152, 189, 191). It 
is possible to identify some core microbiota in the oral cavity, 
esophagus, and stomach (148). Although extensive efforts 
have been made to cultivate representative gut microbiota in 
an attempt to gain a better understanding of the relationship 
between taxa and function (156), there are still many undescribed 
taxa with unknown functional roles in the gut.

As the price of sequencing decreases, it is becoming more 
common to use a metagenomic approach that provides infor-
mation on all microbiota and potential functions (3, 70, 167, 
189). This provides a means to go beyond Bacteria and 
obtain information on eukaryotic microbes (mainly fungi) 
and viruses. Although Fungi, Archaea, and Viruses in the 
microbiome are a part of the ‘rare biosphere’ (organisms that 
comprise <0.1% of the microbiome) (173), they still have a 
significant impact on host health.

Fungi

Fungi are considered to comprise approximately 0.03% of 
the fecal microbiome (143); making them approximately 
3,300-fold less abundant than Bacteria. Fungal diversity in 
the human gut is also lower than that of Bacteria (143, 166), 
although more taxa are being found as the number of individuals 
being studied using next generation sequencing is increasing 
(44, 126, 166, 182). In 2015, a review of 36 fungal gut micro-
biome studies revealed that there have been at least 267 dis-
tinct fungi identified in the human gut (181), while another 
study reported 221 (72). Despite the number of taxa that have 
been reported, most fungi are highly variable among individuals, 
with few appearing to be common to all.

Cultivation-based analyses have typically identified Candida 
as the most common fungal genus (166), and it is also fre-
quently identified using non-cultivation-based methods, whereas 
the other taxa identified have been variable, which may be 
because of the analytical method used and/or subject variability. 
For example, 66 genera of fungi were found using pyrose-
quencing when 98 individuals were examined, with the genera 
Saccharomyces, Candida, and Cladosporium being the most 
prevalent (85). Mucor was common in Spanish individuals 
(126) and the most common fungi in 16 vegetarians were 
Fusarium, Malassezia, Penicillium, and Aspergillus (182). 
These studies suggested that some taxa, e.g., Penicillium and 
Aspergillus, are not resident in the gut and enter through 
environmental sources, such as food and water, in which they 
are commonly found. This may account for some of the 
variability in taxa reported in various studies and for the 
increasing number of fungi being identified as more studies 
are being performed, even those based on cultivation (71). 
Under certain conditions, some fungi may flourish and become 

pathogenic including Candida, Aspergillus, Fusarium, and 
Cryptococcus (44, 84, 140, 143). More information on fungal 
interactions and diseases is available in a review by Wang et 
al. (204).

Despite their low abundance, fungi appear to have devel-
oped in mammalian guts along with the rest of the body from 
infancy (106, 169). Although there is no consensus of a core 
mycobiome, Candida, Saccharomyces, and Malassezia have 
been commonly reported (72). Most of the fungal species 
detected appear to be either transient or environmental fungi 
that cannot colonize the gut and are often found in a single 
study and/or one host only. A previous study indicated that 
the fungal community is unstable; only 20% of the initially 
identified fungi were detected again 4 months later (78). 
More studies on the stability of the mycobiome are needed in 
order to establish the ecological roles of the components of 
the mycobiome. Many non-bacterial organisms have been 
found in numerous mammalian systems, which indicates that 
they play an important role that has been largely overlooked 
and may lead to important discoveries and understanding in 
the coming years.

Archaea

The most commonly reported genus of Archaea that has 
been found in the GI tract is Methanobrevibacter (51, 55, 66, 
85, 109). Other genera that have also been detected are 
Methanosphaera (51), Nitrososphaera, Thermogynomonas, 
and Thermoplasma (85) and the new candidate species, 
Methanomethylophilus alvus (27, 131). Although Archaea 
comprise a very small proportion of the microbiota, 
Methanobrevibacter species are important contributors to 
methanogenesis (66). Differences in Archaea in microbiome 
samples may be due to the method used (51) and/or 
complex relationships with other microbiota. For example, 
Methanobrevibacter and Nitrososphaera were previously 
shown to be mutually exclusive and potentially related to 
carbohydrate intake (85). More studies are needed in order to 
clarify the interaction between Archaea and other microbiota 
groups, which may contribute to our understanding of their fitness 
and function (beyond methanogenesis) in the microbiome.

Viruses

Viruses in the human microbiome have also been under-
studied and available information is limited (161); the majority 
of data are related primarily to disease and do not address the 
commensal virome (34, 40). The majority of viral reads in 
studies that have been performed cannot be assigned to a 
known group; this has contributed to the difficulties associated 
with assessing their roles in the GI tract (124, 160). A number 
of teams have made extensive efforts in order to advance 
human virome studies (157, 161). In the last ten years, the 
number of identified polyomaviruses has increased from 4 to 
13 species (some that cause disease and some that do not) 
(47), and the accuracy of identification techniques has been 
improved to identify taxa at the genus level (199) and use 
metagenomic information for viral taxonomy (172). Viral 
communities are mainly comprised of bacteria-infecting 
phage families (~90%), while eukaryotic viruses (~10%) are 
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and yields similar findings to non-cultivation-based analyses 
of biopsies (60). Similar to the oral cavity, the most common 
genus found in the esophagus is Streptococcus; however, an 
overall comparison of the two communities has indicated that 
the number of taxa significantly differ between the two loca-
tions (15, 60). Among the few studies conducted on the viral 
and fungal microbiota of the esophagus, the focus has been 
on association with disease (204) and none of the pathogenic 
taxa inhabit healthy individuals.

Stomach. The stomach is the first digestive organ in the 
body (89). It holds food and mechanically mixes it with pro-
teolytic enzymes and gastric acids that aid in the breakdown 
and subsequent absorption of nutrients. The growth of many 
common bacteria is inhibited by these acidic conditions 
(pH<4), making this a unique community with the lowest 
number of microbes, ranging between 101 and 103 CFU g–1. 
In addition to digestion, the acidic conditions of the stomach 
are considered to have evolved as a means of protection from 
pathogens. This hypothesis is supported by the recent finding 
of a lower pH in the stomachs of scavengers and higher pH in 
herbivores, which are less likely to encounter pathogens in 
their food (13). Caution is needed when comparing the findings 
of various studies throughout the GI tract because gastric 
juice has a lower pH than the mucosal layer, resulting in 
differences in the microbiota present (89).

Despite the low pH, non-cultivation-based analyses on 
stomach biopsies revealed a more diverse microbiota than 
expected (5, 20, 115). Regardless of variations among 
subjects, there appears to be two major groups of individuals: 
those with and without Helicobacter pylori (20). There is a 
third subset in which H. pylori is present in lower proportions 
in some individuals that were negative using conventional 
testing. Microbiomes dominated by H. pylori had significantly 
greater proportions of the phylum Proteobacteria, of which it 
is a member, and lower alpha diversity (5, 20). Other com-
mon genera are Streptococcus and Prevotella, both of which 
are also found in the oral and esophageal communities; 
however, the communities at these locations appear to differ 
(5). Limited information is available on fungi analyzed in 
biopsy samples; although a cultivation study detected Candida 
species, this appeared to be associated more with disease 
(224). The major interaction currently studied in the stomach 
microbiota is with Helicobacter because of its association 
with gastritis, peptic ulcers, and gastric cancer. However, this 
taxon has been suggested to be beneficial for health, leading 
some to question whether the complete eradication of this 
microbe is the best option (67, 89).

In contrast, less information is available on the microbiome 
of stomach fluids; it appears to harbor fewer Helicobacter 
and an analysis of transcripts indicated that Actinobacteria 
are the most active phylum; however, the other major phyla, 
Firmicutes, Bacteroidetes, and Proteobacteria, are also 
present (197). In the same study, it also appeared to harbor 
novel fungi; 77.5% of the ITS reads were not identified at the 
phylum level or lower. Candida and Phialemonium were the 
only two identifiable fungal genera in all subjects tested, 
whereas an additional 66 genera were present in at least one 
of the nine subjects examined. Based on the infrequency and 
number of reads in this analysis, most of the taxa identified in 
stomach fluids appear to be transient, and those playing an 

active role are limited in this location.
Intestines. After mixing in the stomach, chime slowly 

passes through the pyloric sphincter and enters the intestines, 
in which the major digestion and absorption of nutrients 
begin (12). Humans have a small and large intestine. The 
small intestine, the main location in which food digestion and 
absorption occurs, is further divided into three parts, the 
duodenum, jejunum, and ileum. The duodenum, in which 
food chime enters from the stomach, is directly associated 
with digestion and is linked to the pancreas and gallbladder. 
Bile salts from the gallbladder and enzymes from the pancreas 
enter the duodenum and mix with stomach chime in order to 
start the digestion process. The epithelium in the jejunum and 
ileum is responsible for glucose absorption into the blood-
stream via glucose transporters and sodium ions. The small 
intestine is followed by the large intestine (colon), which has 
a larger diameter, but shorter length and is divided into four 
sections: the ascending colon (cecum), transverse colon, 
descending colon, and sigmoid colon (123). Water and minerals 
are continuously absorbed along the colon before excretion. 
Furthermore, complex foods that cannot be digested by the 
host are used as growth substrates for the colonic microbiota 
(25, 178).

Spatial and temporal variabilities have been noted in the 
microbial composition among the different intestinal structures 
based on their functional roles and timing of food intake (18, 
129, 186). Although spatial variability exists along the intestinal 
tract, the bacterial microbiome at the phylum level is considered 
to remain fairly stable over time (43, 155); however, many 
factors may affect its stability (119). Undigested food and 
most of the microbiota are found in the lumen, the central 
space surrounded by the mucosal layer of the tubular intestinal 
structure. The main absorption of growth substrates occurs 
through the epithelial cells of the mucosa, which also prevents 
the entry of the microbiota into host cells (174). A number of 
important host-microbe interactions occur within the mucosa. 
Energy from microbially produced metabolites, such as butyrate, 
contributes to epithelial metabolism (97). Most of the gut is 
anaerobic, but there is an oxygen gradient in the mucosa that 
provides a competitive advantage for facultative anaerobes 
(174). Recent studies have also shown the importance of 
metabolites produced by transkingdom microbiota to host 
physiology (185, 187, 188). Microbiota, such as Akkermansia 
mucinophila, are commonly found residing in the mucus layer 
and feed on mucin (39, 48). Therefore, the effects of host 
interactions with the gut microbiota, particularly those in the 
large intestine, have a prominent impact on overall human health, 
including energy reabsorption and immune system development.

Due to the difficulties associated with collecting multiple 
samples along a healthy human GI tract in order to capture 
the spatial heterogeneity of microbes in this environment, 
most studies use fecal samples as a surrogate. However, this 
limits the availability of regio-specific community informa-
tion on the GI tract, resulting in portions, such as the small 
intestine, remaining poorly characterized. The few studies 
conducted on the small intestine have limited subject numbers 
because they used biopsy samples (4, 201, 203) or ileotomy 
patients (108, 195, 222). The bacterial genera most commonly 
found among these studies were Clostridium, Streptococcus, 
and Bacteroides. The number of studies that include fungi are 
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even more limited, with the genera Candida and Saccharomyces 
being the most frequently detected (108, 114). Caution is also 
needed when extrapolating these findings to all individuals 
because the health of some subjects was compromised when 
samples were obtained.

Bacteria in the colon account for approximately 70% of all 
bacteria in the human body because it is the main site for the 
bacterial fermentation of non-digestible food components 
such as soluble fiber. The small number of studies that have 
examined microbial communities directly in the colon suggests 
that the bacterial composition is similar to that found in feces 
(86). However, fecal communities do not represent a single 
colonic environment, such as the mucosa (223), but a mixture 
of indigenous and transient microbes from the entire GI tract. 
In studies in which a global view of the GI tract microbial 
community is of interest, fecal material represents a good 
surrogate and is easily obtained, allowing for multiple samples 
to be obtained over short and long time periods from healthy 
individuals. The majority of microbiome reviews have exten-
sively covered colonic communities using feces (74, 92, 121, 
148, 189); therefore, we will not describe its composition in 
detail. However, later in this review, the impact of diet on the 
microbiome composition will be discussed. Furthermore, the 
above sections on fungi and viruses provide information on 
the taxa of these groups in the intestines.

Summary of the GI tract. The use of non-cultivation-
based methods to investigate the microbiota in the GI tract 
has increased our knowledge of their diversity. One group 
that we neglected to mention in this review was Protozoans/
Protists; however, recent reviews are available (79, 145). 
Despite representing a smaller biomass than fungi, they also 
appear to be important to the ecological structure of the gut 
microbiome. The predator-prey relationship they have with 
other microbiota (145) may, in some cases, lead to disease 
prevention (7). Difficulties are associated with elucidating the 
functional roles played by these various taxa at different points 
along the GI tract. Therefore, it is still important to obtain 
cultivated representatives to investigate their role and ecolog-
ical significance along the GI tract. This consideration is 
important for all microbiota; however, it represents a larger 
issue for low diversity groups, such as fungi, which may not 
be numerically abundant, but still play a significant role (17).

Use of animal models

Animal models have been widely adopted in human gut 
microbiome research (28, 98, 220) to reduce confounding 
experimental factors such as genetics, age, and diet, which may 
be more easily controlled in laboratory animals. Additionally, 
animal models with modified genetic backgrounds are available 
for investigating potential mechanisms (137). Ideally, animal 
models with relatively similar genetic information (217), gut 
structures, metabolism (142), and diets and behavior patterns 
(202) to humans need to be selected. Comprehensive compar-
isons of mice (137) and pigs (217) to humans were recently 
conducted in order to aid in translating information from 
animal models to humans. In this section, we will highlight 
some of their findings and compare GI tract structures and 
microbial community compositions. Furthermore, some 
advantages and limitations associated with the use of animal 
models in human microbiome research will be discussed.

Similarities exist in the anatomy of the GI tract between 
humans and most animal models (Table 1). However, differ-
ences in anatomical structures and pH at different locations 
along the GI tract may contribute to differences in the micro-
biota found in humans versus animal models (26). The human 
colon also has a thicker mucosal layer than those of mice and 
rats (137), which may have an effect on the diversity of the 
microbiota colonizing the colon. Human gut bacteria are 
dominated by two phyla: Firmicutes and Bacteroidetes (189), 
which also dominate the GI tract of commonly used model 
animals (112). However, at lower taxonomic levels, some 
differences have been reported in microbiome compositions 
in the gut between humans and animal models (Table 2). The 
dominant taxa reported have varied as the number of 
comparisons performed has increased (137, 152); therefore, 
the findings shown in Table 2 need to be used cautiously.

A pig gut gene catalogue of metabolic function was 
recently developed and compared to catalogues available for 
humans and mice (217). They found that 96% of the KEGG 
orthologs in humans were also present in pigs, whereas the 
overlap at the gene level was markedly lower (9.46%). 
However, there was a greater overlap between humans and 
pigs than between humans and mice. Microbial activity also 
differs along the GI tract, with the most relevant being fer-
mentation occurring in the ceca of most animal models, but 

Table 1. Comparison of the anatomy of the intestinal tract in humans and animal models

Human Mouse Rat Pig
Stomach Four regions: cardia, fundus, 

body, and pylorus
Three regions: forestomach, 
body, and pylorus

Three regions: forestomach, 
body, and pylorus

Four regions: esophagus, cardia, 
fundus, and pylorus

pH 1.5 to 3.5 pH 3.0 to 4.0 pH 3.0 to 4.0 pH 1.5 to 2.5
Small intestine 5.5–6.4 m in length 350 mm in length 1,485 mm in length 1.2–2.1 m in length

pH 6.4 to 7.3 pH 4.7 to 5.2 pH 5.0 to 6.1 pH 6.1 to 6.7
Cecum Smaller than the colon Larger than the colon Larger than the colon Smaller than the colon

No fermentation Main fermentation Main fermentation Some fermentation
pH 5.7 pH 4.4 to 4.6 pH 5.9 to 6.6 pH 6.0 to 6.4

Appendix Present Absent Absent Absent
Colon Divided into the ascending, 

transcending, and descending 
colon

Not divided Not divided Divided into the ascending, 
transcending, and descending 
colon

Main fermentation No fermentation No fermentation Main fermentation
Thick mucosa Thinner mucosa Thinner mucosa Thick mucosa
pH 6.7 pH 4.4 to 5.0 pH 5.5 to 6.2 pH 6.1 to 6.6

Adapted from (59, 96, 128, 130, 137, 196)
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and yields similar findings to non-cultivation-based analyses 
of biopsies (60). Similar to the oral cavity, the most common 
genus found in the esophagus is Streptococcus; however, an 
overall comparison of the two communities has indicated that 
the number of taxa significantly differ between the two loca-
tions (15, 60). Among the few studies conducted on the viral 
and fungal microbiota of the esophagus, the focus has been 
on association with disease (204) and none of the pathogenic 
taxa inhabit healthy individuals.

Stomach. The stomach is the first digestive organ in the 
body (89). It holds food and mechanically mixes it with pro-
teolytic enzymes and gastric acids that aid in the breakdown 
and subsequent absorption of nutrients. The growth of many 
common bacteria is inhibited by these acidic conditions 
(pH<4), making this a unique community with the lowest 
number of microbes, ranging between 101 and 103 CFU g–1. 
In addition to digestion, the acidic conditions of the stomach 
are considered to have evolved as a means of protection from 
pathogens. This hypothesis is supported by the recent finding 
of a lower pH in the stomachs of scavengers and higher pH in 
herbivores, which are less likely to encounter pathogens in 
their food (13). Caution is needed when comparing the findings 
of various studies throughout the GI tract because gastric 
juice has a lower pH than the mucosal layer, resulting in 
differences in the microbiota present (89).

Despite the low pH, non-cultivation-based analyses on 
stomach biopsies revealed a more diverse microbiota than 
expected (5, 20, 115). Regardless of variations among 
subjects, there appears to be two major groups of individuals: 
those with and without Helicobacter pylori (20). There is a 
third subset in which H. pylori is present in lower proportions 
in some individuals that were negative using conventional 
testing. Microbiomes dominated by H. pylori had significantly 
greater proportions of the phylum Proteobacteria, of which it 
is a member, and lower alpha diversity (5, 20). Other com-
mon genera are Streptococcus and Prevotella, both of which 
are also found in the oral and esophageal communities; 
however, the communities at these locations appear to differ 
(5). Limited information is available on fungi analyzed in 
biopsy samples; although a cultivation study detected Candida 
species, this appeared to be associated more with disease 
(224). The major interaction currently studied in the stomach 
microbiota is with Helicobacter because of its association 
with gastritis, peptic ulcers, and gastric cancer. However, this 
taxon has been suggested to be beneficial for health, leading 
some to question whether the complete eradication of this 
microbe is the best option (67, 89).

In contrast, less information is available on the microbiome 
of stomach fluids; it appears to harbor fewer Helicobacter 
and an analysis of transcripts indicated that Actinobacteria 
are the most active phylum; however, the other major phyla, 
Firmicutes, Bacteroidetes, and Proteobacteria, are also 
present (197). In the same study, it also appeared to harbor 
novel fungi; 77.5% of the ITS reads were not identified at the 
phylum level or lower. Candida and Phialemonium were the 
only two identifiable fungal genera in all subjects tested, 
whereas an additional 66 genera were present in at least one 
of the nine subjects examined. Based on the infrequency and 
number of reads in this analysis, most of the taxa identified in 
stomach fluids appear to be transient, and those playing an 

active role are limited in this location.
Intestines. After mixing in the stomach, chime slowly 

passes through the pyloric sphincter and enters the intestines, 
in which the major digestion and absorption of nutrients 
begin (12). Humans have a small and large intestine. The 
small intestine, the main location in which food digestion and 
absorption occurs, is further divided into three parts, the 
duodenum, jejunum, and ileum. The duodenum, in which 
food chime enters from the stomach, is directly associated 
with digestion and is linked to the pancreas and gallbladder. 
Bile salts from the gallbladder and enzymes from the pancreas 
enter the duodenum and mix with stomach chime in order to 
start the digestion process. The epithelium in the jejunum and 
ileum is responsible for glucose absorption into the blood-
stream via glucose transporters and sodium ions. The small 
intestine is followed by the large intestine (colon), which has 
a larger diameter, but shorter length and is divided into four 
sections: the ascending colon (cecum), transverse colon, 
descending colon, and sigmoid colon (123). Water and minerals 
are continuously absorbed along the colon before excretion. 
Furthermore, complex foods that cannot be digested by the 
host are used as growth substrates for the colonic microbiota 
(25, 178).

Spatial and temporal variabilities have been noted in the 
microbial composition among the different intestinal structures 
based on their functional roles and timing of food intake (18, 
129, 186). Although spatial variability exists along the intestinal 
tract, the bacterial microbiome at the phylum level is considered 
to remain fairly stable over time (43, 155); however, many 
factors may affect its stability (119). Undigested food and 
most of the microbiota are found in the lumen, the central 
space surrounded by the mucosal layer of the tubular intestinal 
structure. The main absorption of growth substrates occurs 
through the epithelial cells of the mucosa, which also prevents 
the entry of the microbiota into host cells (174). A number of 
important host-microbe interactions occur within the mucosa. 
Energy from microbially produced metabolites, such as butyrate, 
contributes to epithelial metabolism (97). Most of the gut is 
anaerobic, but there is an oxygen gradient in the mucosa that 
provides a competitive advantage for facultative anaerobes 
(174). Recent studies have also shown the importance of 
metabolites produced by transkingdom microbiota to host 
physiology (185, 187, 188). Microbiota, such as Akkermansia 
mucinophila, are commonly found residing in the mucus layer 
and feed on mucin (39, 48). Therefore, the effects of host 
interactions with the gut microbiota, particularly those in the 
large intestine, have a prominent impact on overall human health, 
including energy reabsorption and immune system development.

Due to the difficulties associated with collecting multiple 
samples along a healthy human GI tract in order to capture 
the spatial heterogeneity of microbes in this environment, 
most studies use fecal samples as a surrogate. However, this 
limits the availability of regio-specific community informa-
tion on the GI tract, resulting in portions, such as the small 
intestine, remaining poorly characterized. The few studies 
conducted on the small intestine have limited subject numbers 
because they used biopsy samples (4, 201, 203) or ileotomy 
patients (108, 195, 222). The bacterial genera most commonly 
found among these studies were Clostridium, Streptococcus, 
and Bacteroides. The number of studies that include fungi are 
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not in humans (137). Strengths and weaknesses are associated 
with the major animal models being used, and these need to 
be taken into consideration when conducting translational 
research.

Rats. The use of rats as lab animals dates back to the 
1850s. They were considered to be a good candidate for 
human microbiome research because the rat contains the 
same four dominant bacteria phyla in the GI tract (31), with 
Firmicutes (74%) and Bacteroidetes (23%) representing the 
largest proportions (221). The advantages of using rats in 
human microbiome research include quick reproduction, a 
fully sequenced genome, and easy handling and maintenance 
due to their relatively small size. The limitation of this model 
is that the diet used in rats differs from that for humans, and 
their behavior and living environment are also different, 
which will affect the gut microbiota. The diet used in rat 
studies is normal chow that is rich in fiber (205), and diet may 
rapidly alter gut microbiota diversity (46). Although most 
studies emphasize the impact of diet on the microbiota in the 
cecum and/or colon (feces), the oral cavity of rats has been 
used to clarify the impact of diet on the microbiome (93).

Mice. Many of the strengths and weaknesses associated 
with using rats are also applicable to mice. Similar to humans, 
the microbiota in the GI tract of mice is dominated by 
Firmicutes (74%) and Bacteroidetes (23%) at the phylum 
level (217). However, there are differences at the genus level, 
and this has led to the use of “humanized” mice. This is 
achieved by inoculating human gut microbiota into germ-free 
(GF) mice (192) or mice treated with antibiotics to eliminate 
their gut microbiome (83). The microbiome of these mice 
after fecal transplants may have a composition at the phyla 
level that is 100% similar to humans and 88% at the genus 
level (137). A recent study (175) used humanized mice to test 
microbiome diversity after feeding with poorly accessible 
carbohydrates, and found a similar reduction in OTU num-
bers to a human study (219). However, there are also some 
limitations to using these animals, including the diet and 
environmental living conditions. Furthermore, gnotobiotic 
mice may not reflect the human-microbe relationship due to 
their weaker immune system (6).

Approximately 10 years ago, Scupham (168) showed that 
all four major fungal phyla, Ascomycota, Basidiomycota, 
Chytridiomycota, and Zygomycota, were present in the murine 

gut. Additionally, many genera were identified, including 
Acremonium, Monilinia, Fusarium, Cryptococcus, Filobasidium, 
Scleroderma, Catenomyces, Spizellomyces, Neocallimastix, 
Powellomyces, Entophlyctis, Mortierella, and Smittium. When 
comparing these studies to the human gut, it is important to 
note that this study indicated a more diverse fungal community 
than those found in humans; the eukaryotic diversity of the 
human gut is low (143).

Pigs. Pigs have been used as surrogates for human micro-
biome research due to their highly similar genetics, physio-
logical structures, behavior, metabolism, and immune func-
tions to those of humans (81, 202). The greater similarities in 
the omnivorous diet and GI tract structure between pigs and 
humans are more advantageous than the murine model. The 
microbiome of pigs is dominated by two phyla: Firmicutes 
and Bacteroidetes (104); however, there are some notable 
differences at the genus level. The genus Prevotella was 
found to be common in two pig metagenomic studies (104, 
118). Since the number of pigs used in most studies is less 
than humans, the pig core microbiome at the genus level may 
change as more pigs are studied. Another contributing factor 
to shaping the microbiome composition is diet. Most studies 
have found that the number of Bifidobacteria in pigs, even 
those on high fiber diets, is lower than that in humans (132, 
218), while that of Lactobacillus is higher (149). In nutrition 
studies, humans and pigs are both dependent on the quality of 
the nutrient load; however, the pig cecum has a larger capacity 
to ferment indigestible compounds than the human cecum 
(54). The microbiota composition in pigs may differ from that 
in humans due in part to differences in diet (81). Similar to 
mice, humanized GF pigs have been developed and the 
microbiome after human fecal transplantation more closely 
resembles that of the donor than conventional pigs (144). 
However, the same disadvantages associated with using GF 
mice are also true for GF pigs.

The genome of pigs may be mutated to study human diseases; 
this is typically performed using miniature pigs such as those 
from the Ossabaw and Gottingen islands (146). Genetic 
mutations for metabolic syndrome and insulin resistance have 
successfully been performed using Ossabaw pigs to study 
human diseases such as type 2 diabetes (14, 177) and obesity 
(101). The ratio of Firmicutes to Bacteroidetes is higher in 
obese Ossabaw pigs than in lean pigs (146), similar to some 

Table 2. Major taxa of the gut microbiota in humans and animal models

Human Mouse Rat Pig
Bacteria Firmicutes Firmicutes Firmicutes Firmicutes

Bacteroidetes Bacteroidetes Bacteroidetes Bacteroidetes
Actinobacteria
Proteobacteria

Archaea Methanobrevibacter Methanobrevibacter Methanobrevibacter Methanomicrobia,
Nitrososphaera Methanosphaera

Viruses Herpesviridae Variable Variable Picornaviridae
Papillomaviridae Astroviridae
Polyomaviridae Coronaviridae
Adenoviridae Caliciviridae

Eukarya Candida Ascomycota Ascomycota Kazachstania
Malassezia Basidiomycota Basidiomycota Candida
Saccharomyces Chytridiomycota Chytridiomycota Galactomyces
Cladosporium Zygomycota Zygomycota Issatchenkia

Adapted from (85, 103, 105, 112, 125, 137, 153, 154, 171, 179, 193, 194, 215, 216, 221)
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obese humans (111, 190). This finding suggests that Ossabaw 
pigs are a good model for researching the role of the microbiota 
in human obesity. However, disadvantages are associated 
with using miniature pigs, mainly the higher cost for mainte-
nance and longer reproductive period than rodents (146).

Although more extensive efforts have been made to inves-
tigate fungi in pigs than in other animal models, many of 
these studies were cultivation-based or for use as probiotics. 
Fungi in pigs have been recently studied using a non-cultivation 
approach and up to 17 species of yeast (belonging to the 
genera Kazachstania, Galactomyces, Candida, Issatchenkia, 
Pichia, Rhodotorula, and Trichosporon) were common in the 
gut (194). The number of studies on viruses is limited, but the 
composition appears to be highly variable among samples 
(164, 171) and affected by disease (24). These groups need to 
be examined in more detail in order to establish whether pigs 
are good models for use in understanding fungi and viruses in 
humans.

Animal model summary. The convenience and cost of 
using animal models for human research are appealing. 
However, researchers need be very careful when selecting 
animal models appropriate for their objectives, particularly 
when the objective is to directly extrapolate findings from 
animals to humans, due to the significant differences in GI 
tract physiology and microbiome composition (65, 137, 217).

Diet in health

Many studies have found that diet is one of the main factors 
shaping the composition of gut microbial populations. Dietary 
approaches, such as the ingestion of non-digestible carbohy-
drates (prebiotics) and fermented food products containing 
live cultures (probiotics), have been suggested to confer health 
benefits by enhancing the growth of beneficial intestinal bacteria 
(100, 158). As described earlier, the microbiota may break 
down food components, such as non-digestible carbohydrates, 
which are indigestible by the host in order to aid in maximizing 
available nutrients (9) and produce metabolites that contribute 
to host health. Probiotics have been used as a means to 
replenish the gut with “beneficial” microbiota after antibiotic 
treatments or to treat diseases (82, 159). This section will 
highlight some studies that demonstrated the health benefits 
of prebiotics and probiotics and possible roles played by the 
microbiota.

Dietary prebiotics and probiotics. Non-digestible and 
fermentable food components are often consumed as prebiotics 
to selectively stimulate the growth and/or activity of endoge-
nous colonic bacteria that may be beneficial to host health. 
The increased consumption of prebiotics often correlates with 
enhancements in certain bacterial genera (a common example 
is Bifidobacterium sp.); however, the reason they are benefi-
cial remains unclear (208). Challenges are associated with 
elucidating the role being played by specific bacterial phylo-
types because many of their processes are interactive (207). 
For example, SCFA produced by bacterial fermentation may 
lower intestinal pH, thereby increasing the solubility of 
essential minerals, such as calcium, iron, and magnesium, 
and consequently enhancing their absorption and improving 
health. Metabolites produced by microbes may also play an 
important role in cellular differentiation and proliferation in 

the colonic mucosa by inducing apoptosis and may confer 
protection against colitis and colorectal cancer by modulating 
oncogene expression. These functions do not appear to be 
performed by a single species; a number of different species 
may be acting independently or in combination. Research is 
leading to an understanding of microbial community structure 
and composition dynamics with respect to diet aids in estab-
lishing testable hypotheses for future research in health and 
beneficial microbes (32). Most research has been performed 
on the influence of beneficial intestinal bacteria such as 
Bifidobacterium spp. and Lactobacillus spp. on host health 
monitored using a cultivation approach. Cultivation-independent 
approaches have now become more popular, leading to the 
identification of new beneficial microbiota taxa and their 
potential functional roles in the gut as they relate to diet.

Dietary fibers and oligosaccharides are carbohydrate ingre-
dients that vary in composition and structure, but are considered 
to be non-digestible because of the lack of appropriate intes-
tinal enzymes to hydrolyze them or structural hindrances that 
prevent enzyme access in the gut. Although bacteria in the 
lower gut may ferment these carbohydrates, the rate and 
degree of fermentation vary with the polysaccharide (80). 
The range of fermentation in the colon for various fibers is 
broad, from approximately 5% for cellulose to nearly 100% 
for pectin (42). The resulting SCFA, including butyrate and 
propionate, are considered to reduce pH and solubilize minerals, 
thereby improving their absorption and subsequent utilization. 
Inulin, a long chain fructooligosaccharide (FOS) often 
obtained from chicory root, and FOS from other sources are 
the fibers that have been studied in the most detail (206). 
Several novel fibers have been tested in an in vitro large 
intestine model for their effects on the microbial stimulation 
and production of SCFA (122). All these novel fibers stimu-
lated the growth of beneficial Bifidobacteria and some 
Lactobacillus species along with increases in SCFA produc-
tion. Only a few studies have examined the effects of fibers 
and resistant starches on the human microbiome (87, 127, 
198, 210, 211). A soluble corn fiber product has been demon-
strated to increase Ca absorption in a number of different 
studies (210, 211). More benefits to human health may be 
attributed to the consumption of prebiotics and fermentation 
by the gut microbiome.

The number of studies that include diet effects on Archaea, 
Fungi, and/or Viruses are limited; however, some examples 
are included herein. Examinations of Archaea, Fungi, and 
Bacteria correlations in response to diet revealed a syntrophic 
model involving Candida, Prevotella, Ruminococcus, and 
Methanobrevibacter (85). Candida was considered to break 
down carbohydrates into metabolites used by Prevotella and 
Ruminococcus that produce CO2 for Methanobrevibacter 
(85). However, shifts in carbon sources or breaking down 
starches via amylases from the human mouth may alter this 
relationship because Prevotella may no longer be dependent 
on Candida. This is a good example of how Archaea, which 
represent a very small portion of the microbiome, are a key 
contributor to methanogenesis and waste decomposition. The 
absence of Archaea may have severe effects on the surrounding 
community as hydrogen, glucose metabolites, and other carbon 
sources accumulate. Other organisms will eventually fill this 
niche, but may diminish or accumulate new metabolites that 
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not in humans (137). Strengths and weaknesses are associated 
with the major animal models being used, and these need to 
be taken into consideration when conducting translational 
research.

Rats. The use of rats as lab animals dates back to the 
1850s. They were considered to be a good candidate for 
human microbiome research because the rat contains the 
same four dominant bacteria phyla in the GI tract (31), with 
Firmicutes (74%) and Bacteroidetes (23%) representing the 
largest proportions (221). The advantages of using rats in 
human microbiome research include quick reproduction, a 
fully sequenced genome, and easy handling and maintenance 
due to their relatively small size. The limitation of this model 
is that the diet used in rats differs from that for humans, and 
their behavior and living environment are also different, 
which will affect the gut microbiota. The diet used in rat 
studies is normal chow that is rich in fiber (205), and diet may 
rapidly alter gut microbiota diversity (46). Although most 
studies emphasize the impact of diet on the microbiota in the 
cecum and/or colon (feces), the oral cavity of rats has been 
used to clarify the impact of diet on the microbiome (93).

Mice. Many of the strengths and weaknesses associated 
with using rats are also applicable to mice. Similar to humans, 
the microbiota in the GI tract of mice is dominated by 
Firmicutes (74%) and Bacteroidetes (23%) at the phylum 
level (217). However, there are differences at the genus level, 
and this has led to the use of “humanized” mice. This is 
achieved by inoculating human gut microbiota into germ-free 
(GF) mice (192) or mice treated with antibiotics to eliminate 
their gut microbiome (83). The microbiome of these mice 
after fecal transplants may have a composition at the phyla 
level that is 100% similar to humans and 88% at the genus 
level (137). A recent study (175) used humanized mice to test 
microbiome diversity after feeding with poorly accessible 
carbohydrates, and found a similar reduction in OTU num-
bers to a human study (219). However, there are also some 
limitations to using these animals, including the diet and 
environmental living conditions. Furthermore, gnotobiotic 
mice may not reflect the human-microbe relationship due to 
their weaker immune system (6).

Approximately 10 years ago, Scupham (168) showed that 
all four major fungal phyla, Ascomycota, Basidiomycota, 
Chytridiomycota, and Zygomycota, were present in the murine 

gut. Additionally, many genera were identified, including 
Acremonium, Monilinia, Fusarium, Cryptococcus, Filobasidium, 
Scleroderma, Catenomyces, Spizellomyces, Neocallimastix, 
Powellomyces, Entophlyctis, Mortierella, and Smittium. When 
comparing these studies to the human gut, it is important to 
note that this study indicated a more diverse fungal community 
than those found in humans; the eukaryotic diversity of the 
human gut is low (143).

Pigs. Pigs have been used as surrogates for human micro-
biome research due to their highly similar genetics, physio-
logical structures, behavior, metabolism, and immune func-
tions to those of humans (81, 202). The greater similarities in 
the omnivorous diet and GI tract structure between pigs and 
humans are more advantageous than the murine model. The 
microbiome of pigs is dominated by two phyla: Firmicutes 
and Bacteroidetes (104); however, there are some notable 
differences at the genus level. The genus Prevotella was 
found to be common in two pig metagenomic studies (104, 
118). Since the number of pigs used in most studies is less 
than humans, the pig core microbiome at the genus level may 
change as more pigs are studied. Another contributing factor 
to shaping the microbiome composition is diet. Most studies 
have found that the number of Bifidobacteria in pigs, even 
those on high fiber diets, is lower than that in humans (132, 
218), while that of Lactobacillus is higher (149). In nutrition 
studies, humans and pigs are both dependent on the quality of 
the nutrient load; however, the pig cecum has a larger capacity 
to ferment indigestible compounds than the human cecum 
(54). The microbiota composition in pigs may differ from that 
in humans due in part to differences in diet (81). Similar to 
mice, humanized GF pigs have been developed and the 
microbiome after human fecal transplantation more closely 
resembles that of the donor than conventional pigs (144). 
However, the same disadvantages associated with using GF 
mice are also true for GF pigs.

The genome of pigs may be mutated to study human diseases; 
this is typically performed using miniature pigs such as those 
from the Ossabaw and Gottingen islands (146). Genetic 
mutations for metabolic syndrome and insulin resistance have 
successfully been performed using Ossabaw pigs to study 
human diseases such as type 2 diabetes (14, 177) and obesity 
(101). The ratio of Firmicutes to Bacteroidetes is higher in 
obese Ossabaw pigs than in lean pigs (146), similar to some 

Table 2. Major taxa of the gut microbiota in humans and animal models

Human Mouse Rat Pig
Bacteria Firmicutes Firmicutes Firmicutes Firmicutes

Bacteroidetes Bacteroidetes Bacteroidetes Bacteroidetes
Actinobacteria
Proteobacteria

Archaea Methanobrevibacter Methanobrevibacter Methanobrevibacter Methanomicrobia,
Nitrososphaera Methanosphaera

Viruses Herpesviridae Variable Variable Picornaviridae
Papillomaviridae Astroviridae
Polyomaviridae Coronaviridae
Adenoviridae Caliciviridae

Eukarya Candida Ascomycota Ascomycota Kazachstania
Malassezia Basidiomycota Basidiomycota Candida
Saccharomyces Chytridiomycota Chytridiomycota Galactomyces
Cladosporium Zygomycota Zygomycota Issatchenkia

Adapted from (85, 103, 105, 112, 125, 137, 153, 154, 171, 179, 193, 194, 215, 216, 221)
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ultimately shift the surrounding community based on their 
fitness for using these substrates.

A recent study investigated rapid changes in the microbiome 
composition when diets were either high in animal-based or 
plant-based fat and protein (46). The fungus Candida was 
found to increase in subjects placed on a plant-based diet, 
whereas Penicillium increased on animal-based diets. The 
most commonly found fungi in vegetarians were Fusarium, 
Malassezia, Penicillium, Aspergillus, and Candida (182). 
Caution is needed when interpreting findings because some 
of these fungi may be found on food prior to ingestion (46, 
78, 182)

Phages assembled in the gut may also be modified by diet. 
A recent study examined changes in the fecal viral commu-
nity over an 8-d period in six subjects supplied different diets 
(134). Shotgun sequencing of virus-like particles revealed 
that interpersonal differences in the virome were the largest 
source of variations in this study. However, the virome of 
subjects whose diets were changed differed more than in 
those who maintained their normal diet. Although this is only 
one study with a few human subjects, studies using a mouse 
model and different dietary fats support these findings (88, 
99). Collectively, these findings indicate that diet plays a key 
role in shaping the gut virome, and further research is needed 
in order to investigate interactions between diet and the virome.

Summary

Advances have been made in the last decade in our under-
standing of the role of the GI tract microbiome in human 
health. This review has highlighted changes and differences 
in the microbiome along the GI tract that are due to changes 
in physical, chemical, and biological interactions. Although 
extensive research has been conducted on Bacteria in fecal 
samples, the main kingdom inhabiting the gut, our knowledge 
is still insufficient, particularly in other regions of the GI tract. 
Furthermore, other groups (Archaea, Fungi, and Viruses) have 
not yet been investigated in adequate detail, demonstrating a 
real void in knowledge. This highlights that the basic ecology 
of microbiomes is important for gaining a greater understanding 
to improve human health and decrease disease. In order to 
achieve this goal, it is important to include all microbiota in 
studies and remain cognizant of the limitations associated 
with understanding the entire GI tract of humans despite 
challenges in sampling and cultivation. Furthermore, the use 
of appropriate animal models in mechanistic studies requires 
careful consideration.
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ultimately shift the surrounding community based on their 
fitness for using these substrates.

A recent study investigated rapid changes in the microbiome 
composition when diets were either high in animal-based or 
plant-based fat and protein (46). The fungus Candida was 
found to increase in subjects placed on a plant-based diet, 
whereas Penicillium increased on animal-based diets. The 
most commonly found fungi in vegetarians were Fusarium, 
Malassezia, Penicillium, Aspergillus, and Candida (182). 
Caution is needed when interpreting findings because some 
of these fungi may be found on food prior to ingestion (46, 
78, 182)

Phages assembled in the gut may also be modified by diet. 
A recent study examined changes in the fecal viral commu-
nity over an 8-d period in six subjects supplied different diets 
(134). Shotgun sequencing of virus-like particles revealed 
that interpersonal differences in the virome were the largest 
source of variations in this study. However, the virome of 
subjects whose diets were changed differed more than in 
those who maintained their normal diet. Although this is only 
one study with a few human subjects, studies using a mouse 
model and different dietary fats support these findings (88, 
99). Collectively, these findings indicate that diet plays a key 
role in shaping the gut virome, and further research is needed 
in order to investigate interactions between diet and the virome.

Summary

Advances have been made in the last decade in our under-
standing of the role of the GI tract microbiome in human 
health. This review has highlighted changes and differences 
in the microbiome along the GI tract that are due to changes 
in physical, chemical, and biological interactions. Although 
extensive research has been conducted on Bacteria in fecal 
samples, the main kingdom inhabiting the gut, our knowledge 
is still insufficient, particularly in other regions of the GI tract. 
Furthermore, other groups (Archaea, Fungi, and Viruses) have 
not yet been investigated in adequate detail, demonstrating a 
real void in knowledge. This highlights that the basic ecology 
of microbiomes is important for gaining a greater understanding 
to improve human health and decrease disease. In order to 
achieve this goal, it is important to include all microbiota in 
studies and remain cognizant of the limitations associated 
with understanding the entire GI tract of humans despite 
challenges in sampling and cultivation. Furthermore, the use 
of appropriate animal models in mechanistic studies requires 
careful consideration.
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Secretary (2024–2026): Ryo OHTOMO, Institute for Agro-Environmental Sciences, NARO
Treasurer (2024–2026): Hiroyuki SEKIGUCHI, Institute for Plant Protection, NARO

TAIWAN SOCIETY OF MICROBIAL ECOLOGY
President (2024-):  Jyh-Yih Leu, Fu Jen Catholic University
Vice President (2024-): Chi-Te Liu, National Taiwan University
Secretary-General (2024-): Hui-Ping Chuang, National Cheng Kung University
International Business Aff airs (2024-):Chang-Ping Yu, National Taiwan University
International Business Aff airs (2024-): Shir-Ly HUANG, National Yang Ming Chiao Tung University

JAPANESE SOCIETY OF PLANT MICROBE INTERACTIONS
Chair of Society: Toshiki UCHIUMI, Kagoshima University
Secretary-General: Shusei SATO, Tohoku University
Treasurer: Hisayuki MITSUI, Tohoku University
General aff airs: Masayuki SUGAWARA, Obihiro University of Agriculture and Veterinary Medicine

JAPANESE SOCIETY FOR EXTREMOPHILES
President (2024–2025): Yoshizumi ISHINO, Kyushu University
Vice President (2024–2025): Satoshi NAKAMURA, Tokyo Institute of Technology
Vice President (2024–2025): Masahiro ITO, Toyo University


